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Abstract

Motivated by analogies with basic density theorems in analytic number theory, we
introduce a notion (and variations) of the homological density of one space in another.
We use Weil’s number field/ function field analogy to predict coincidences for limiting

homological densities of various sequences Zpd1,...,dmq
n pXq of spaces of 0-cycles on man-

ifolds X. The main theorem in this paper is that these topological predictions, which
seem strange from a purely topological viewpoint, are indeed true.

One obstacle to proving such a theorem is the combinatorial complexity of all possible
“collisions” of points. This problem does not arise in the simplest (and classical) case
pm,nq “ p1, 2q of configuration spaces. To overcome this obstacle we apply the Björner–
Wachs theory of lexicographic shellability from algebraic combinatorics.

1 Introduction

The purpose of this paper is to introduce the notion of the “homological density” of one
space in another, and to prove coincidences for limiting densities for various sequences of
spaces of 0-cycles on manifolds. We were led to such coincidences by analogy with classical
density results in analytic number theory. We do not yet understand why these topological
predictions end up being true.

Spaces of 0-cycles. Let X be a connected, oriented, smooth manifold with dimH˚pX;Qq ă
8 (this is a standing assumption throughout this paper). Fix m,n ě 1. Let ~d denote a tuple
of non-negative integers pd1, . . . , dmq P Změ0, and let |~d| :“

ř

i di. Let SymdpXq :“ Xd{Sd be

the dth symmetric product of X; more generally, let Sym
~dpXq :“

ś

i SymdipXq. Consider

the space Z~dn pXq Ă Sym
~dpXq of sets D of |~d| (not necessarily distinct) points in X such

that:

1. precisely di of the points in D are labeled with the “color” i, and

2. no point of X is labelled with at least n labels of every color.

Such spaces of 0-cycles include several basic examples in topology and geometry. For example:

• Zd2 pXq is the configuration space of unordered d-tuples of distinct points in X.
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• Z

m
hkkkkikkkkj

pd, . . . , dq
1 pCq is the space of degree d, based rational maps f : CP1 // CPm´1 with

fp8q “ r1 : ¨ ¨ ¨ : 1s.

The space Z~dn pXq is a topological analogue of the set of “relatively n-prime” m-tuples of
ideals in the ring of integers in a number field K.

Homological densities. The density of one set in another (e.g. square-free integers in the
interval r1, ds) is a basic concept in analytic number theory. Motivated by the framework of
the Weil conjectures, we propose the following notion of “homological density”.

Recall that the Poincaré polynomial PXptq P Zrts of a space X with finite-dimensional
rational cohomology is defined by

PXptq :“
ÿ

iě0

dimQH
ipX;Qqti.

Definition 1.1. Let Y Ă Z be spaces with finite-dimensional rational cohomology. We

define the homological density of Y in Z to be the ratio of Poincarè polynomials
PY ptq
PZptq

.

Coincidences of limiting densities. Results going back to the 19th century imply that
the limiting density of the set of relatively n-prime m-tuples of ideals in a ring of integers OK ,
considered within the set of all m-tuples of ideals, converges to ζKpmnq

´1 (see §2 below);
in particular, the limiting density only depends on the product mn and the number field
K. By considering this in connection with topological results of Arnol’d [Arn70], Segal
[Seg79], Cohen–Cohen–Mann–Milgram [CCMM91], Vassiliev [Vas92] and others, we were
led to predict that analogous coincidences should hold for limiting homological densities for
spaces of 0-cycles. That these predictions are true is the main result of our paper.

Theorem 1.2 (Coincidences between limiting homological densities). Let X be a
connected orientable smooth manifold with dimH˚pX;Qq ă 8 such that the cup-product of
any k compactly supported cohomology classes is 0. If m1, n1,m2, n2 are positive integers
with m1n1 “ m2n2 ě k then

lim
~dPNm1Ñ8

PZ~dn1 pXq
ptq

P
Sym

~dpXq
ptq
“ lim

~dPNm2Ñ8

PZ~dn2 pXq
ptq

P
Sym

~dpXq
ptq
, (1.1)

where the limits are in t-adic topology on the ring Zrrtss of formal power series; in particular
these limits exist as all di Ñ8, at any rates.

In Remark 3.5 we verify that the hypotheses of Theorem 1.2 hold in the following exam-
ples.

Corollary 1.3. Let X be a connected manifold with dimH˚pX;Qq ă 8. The conclusion of
Theorem 1.2 holds when:

1. X a smooth affine variety over C and k “ 3; or

2. X an open submanifold of Cr and k “ 2; or
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3. X an orientable, noncompact, smooth manifold and k ą dimX.

For each fixed N ą 0, Theorem 1.2 asserts that the limiting homological densities are the
same for all spaces with mn “ N . This gives many coincidences of homological densities,
one for each divisor of N . For example when mn “ 2, one sees that the following different
kinds of configuration spaces have the same limiting homological densities: 1)the space of
indistinguishable particles on X with no two in the same location, and 2) the space of red and
blue (otherwise indistinguishable) particles on X where no location has both a red and blue
particle. The main point of this paper is that these coincidences in topology exist, and that
one needs to consider homological density to see them. To prove Theorem 1.2, we in fact
compute the Poincare polynomials explicitly for every X, ~d,m, n; see (3.2) and Theorem 3.6.

For odd-dimensional manifolds we prove a stronger statement. While extending the
coincidences of Theorem 1.2, it also makes clear that, for odd-dimensional manifolds, the
limiting homological densities are less interesting.

Theorem 1.4. Let X be a connected, oriented, smooth, manifold of dimension 2r ` 1 ě 3

with dimH˚pX;Qq ă 8. Then the inclusion Z~dn pXq ãÑ Sym
~dpXq induces an isomorphism

on rational cohomology. In particular the limit (1.1) exists and equals 1.

Theorem 1.4 appears as Statement 1 of Theorem 3.1 below. Theorem 1.4 extends previous
results of Felix–Tanrè1 [FT05, Theorem 4] who proved Theorem 1.4 for configuration spaces,
i.e. the case pm,nq “ p1, 2q.

The following is an illustration in a simple case of the content of Theorem 1.2.

Example 1.5. Consider the case when X “ Cˆ and mn “ 2. A variation on theorems of
Arnol’d and Segal (using Theorem 3.1 below) gives:

lim
dÑ8

PZd2 pCˆq
ptq “ 1` 2t` 2t2 ` 2t3 ` ¨ ¨ ¨ (1.2)

and
lim
dÑ8

PZpd,dq1 pCˆqptq “ 1` 3t` 4t2 ` 4t3 ` ¨ ¨ ¨ (1.3)

An easy computation gives PSymdpCˆqptq “ 1 ` t for d ě 2. So while (1.2) and (1.3) are
not equal, we find that:

lim
dÑ8

PZd2 pCˆq
ptq

PSymdpCˆqptq
“

1` 2t` 2t2 ` 2t3 ¨ ¨ ¨

1` t
“ 1` t` t2 ` t3 ` ¨ ¨ ¨

and

lim
dÑ8

PZpd,dq1 pCˆqptq

pPSymdpCˆqptqq
2 “

1` 3t` 4t2 ` 4t3 ¨ ¨ ¨

p1` tq2
“ 1` t` t2 ` t3 ` ¨ ¨ ¨

are equal. This illustrates why one must take a quotient in Theorem 1.2. We remark that

Zpd,dq1 pXq in this example can be replaced by Zpd1,d2q1 pXq for any pd1, d2q //8.

1See also Bodigheimer–Cohen–Taylor [BCT89].
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Remark 1.6. The assumption that mn ą 2 when X is an affine variety is sharp (and
similarly in (3) of Corollary 1.3): let X “ T 2 ´ ˚ be the punctured torus. For mn “ 2, one
can compute using Theorem 3.1 below that:

lim
d //8

PZd2 pT 2´˚qptq

PSymdpT 2´˚qptq
“ 1` 3t2 ´ t3 ` ¨ ¨ ¨

while

lim
d //8

PZd,d1 pT 2´˚q
ptq

pPSymdpT 2´˚qptqq
2 “ 1` t2 ` 5t3 ` ¨ ¨ ¨

Homological Stability. We deduce the existence of the limits in Theorem 1.2 from the
following. For an m-tuple ~d “ pd1, . . . , dmq, define ~d` 1i :“ pd1, . . . , di ` 1, . . . , dmq.

Theorem 1.7 (Rational homological stability for spaces of 0-cycles). Let X be a
smooth, orientable, connected manifold with dimpXq ě 2. For each 1 ď i ď m, there exists a
natural (in X) map

H˚pZ~dn pXq;Qq //H˚pZ~d`1i
n pXq;Qq

that is an isomorphism for ˚ ď di when either r ě 2, m ě 2 or n ě 3, and ˚ ď di{2 when
pr,m, nq “ p1, 1, 2q, this last case being the case of configuration spaces on surfaces.

In light of Theorem 1.4, the content of Theorem 1.7 is for dimpXq even.

Remark 1.8.

1. For X “ Cn, the special case ~d “ pd, . . . , dq of Theorem 1.7 is a consequence of Theorem
1.2(2) of [FW16]. For X “ Cn and general ~d, Theorem 1.7 was first proven by Gadish
[Gad, Theorem 6.13] as a special case of his theory of finite generation for families of
linear subspace arrangements.

2. For general X, Theorem 1.7 gives a simultaneous generalization of stability for config-
uration spaces [Chu12],[RW13], [BM14], [Knu] (the pm,nq “ p1, 2q case, proved only
recently), for bounded symmetric powers [Vas92, KM] (the pm,nq “ p1, nq, n ą 2 case),
and for spaces of rational maps [Seg79] (the pm,nq “ pm, 1q,m ě 2 case).

3. Arabia [Ara16] has considered a different generalization of (ordered) configuration
spaces than the kind we consider here, and defined a notion of i-acyclic, which is
equivalent to requiring that the cup product of any 2 compactly supported cohomology
classes is 0. For i-acyclic spaces, he gives formulas for the Poincaré polynomials of his
generalized ordered configuration spaces in terms of the Poincaré polynomial of X, in
the same spirit as the formulas we give in (3.2) and Theorem 3.6.

4. The main difference between Theorem 1.7 and these previously studied cases is the
greater complexity of the allowed collisions of the particles. Regardless of which topo-
logical method one uses to compute cohomology (we use the classical Leray spectral
sequence), one needs to keep track of this combinatorics, and to interface this informa-
tion with the topological tools used. This is the bulk of the proof of Theorem 1.2. A
crucial ingredient is the the Björner-Wachs theory of lexicographic shellability.
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5. The shellability point-of-view shows why the case of configuration spaces is particularly
simple: the associated partition lattice is a pure poset.

Two variants. We prove Theorem 1.2 as an application of an explicit computation (The-
orem 3.1) of the E2-page and first non-trivial differential of the Leray spectral sequence for

the sheaf Q and the inclusion Z~dn pXq // Sym
~dpXq. The failure of this differential to vanish

is responsible for the failure of the coincidence in the example T 2´˚ and mn “ 2 above. We
now state two variants of Theorem 1.2 that bypass this differential.

Note that PXp´1q “ χpXq for any space X. Further, recall that when X is also an
algebraic variety, it comes equipped with a mixed Hodge structure, giving Hodge-Deligne
numbers hp,qpXq ě 0 (see §3.5 below). These numbers can be concisely packaged into the
Hodge-Deligne polynomial 2 :

HDXpu, vq :“
ÿ

p,qě0

hp,qpXqupvq P Zru, vs

and if X is a smooth projective variety then HDXpt, tq “ PXptq.

Theorem 1.9. Fix m,n ě 1 and let ~d “ pd1, . . . , dmq, and let lim~dÑ8
mean “as all di Ñ8”,

at any rates.

1. For X a connected, oriented, smooth, even-dimensional manifold with dimH˚pX;Qq ă
8,3

ř

~dPZmě0
χpZ~dn pXqqx|

~d|

ř

~dPZmě0
χpSym

~dpXqqx|~d|
“ p1´ xmnqχpXq.

In particular, this only depends on the product mn and on χpXq.

2. For X a connected, smooth complex-algebraic variety, the limit

lim
~dÑ8

HDZ~dn pXq
pu, vq

HD
Sym

~dpXq
pu, vq

(1.4)

exists in the adic topology on Zrru, vss, and depends only on the product mn, the mixed
Hodge structure on H˚pX;Qq, and dimX.

Theorem 1.9 avoids the assumptions of Theorem 1.2 because the Euler characteristic
and the Hodge–Deligne polynomial do not distinguish between the E2 and E8-pages in a
spectral sequence. It would be interesting to extract appropriate “correction terms” from the
differentials so that the (corrected) limiting homological densities coincide in general. Getzler
[Get96] has given generating function formulas for the Hodge–Deligne polynomials of ordered
configuration spaces, and as a corollary one has that the limit (1.4) in the case m “ 1 is as
predicted by the analogy with arithmetic. The second part of Theorem 1.9 would also follow
from an analogous statement in the Grothendieck ring of varieties. We conjecture the limit

2This is slightly nonstandard usage: the Hodge-Deligne polynomial is more commonly defined using com-
pactly supported cohomology.

3For example, X is compact or is the interior of a compact manifold with boundary.
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(1.4) lifted to the Grothendieck ring of varieties is ζXprA1s´mnq´1, where ζX is Kapranov’s
motivic zeta function. The m “ 1 case of this conjecture, as well as similar results for other
generalizations of configuration spaces is proven in [VW15, Theorem 1.30].

How arithmetic predicts the coincidences in Theorem 1.2. We originally conjectured
the coincidences of Theorem 1.2 by analogy with density results in arithmetic. As a simple
example, consider the following heuristic for the density of the set of square-free integers
among the set of all integers:

lim
dÑ8

#tn P r1, ds : n ‰ p2u

#tn P r1, dsu
“ lim

dÑ8

ź

p primeďd

Probpp2 - nq

“
ź

p prime

p1´
1

p2
q “ ζp2q´1

where ζpsq :“
ř8
n“1

1
ns is the Riemann zeta function. A heuristic for the density of pairs of

relatively prime integers among all pairs of integers is given by:

lim
dÑ8

#tpm,nq P r1, ds2 : gcdpm,nq “ 1u

#tpm,nq P r1, ds2u
“ lim

dÑ8

ź

p primeďd

r1´ Probpp|m and p|nqs

“
ź

p prime

p1´
1

p2
q “ ζp2q´1

Both heuristics above are accurate: it has been known since the 1800s [Geg85, Mer74]
that each density is indeed ζp2q´1. This is a well-known coincidence. Note that in the two
limits we divide by d and d2, respectively, corresponding to the cardinality of the “background
spaces” r1, ds and r1, ds2.

Weil espoused a powerful analogy between number fields and function fields (over C and
over finite fields). This analogy gives in particular the following correspondences:

Number field Function field

r1, ds Pold :“ tmonic f P Crts : degpfq “ du – SymdpCq
tsquare-free n P r1, dsu tsquare-free f P Poldu – Zd2 pCq

tpm,nq P r1, ds2 : gcdpm,nq “ 1u tpf0, f1q P Pol2d : gcdpf0, f1q “ 1u – Zd,d1 pCq
# (co)homology

Taking this analogy seriously, from the two examples above one might guess two things:
first, that limdÑ8H˚pZd2 pCq;Zq and limdÑ8H˚pZd,d1 pCq;Zq exist; and second, that these
limits are equal. This is true: in two highly influential papers, Arnol’d [Arn69] and Segal
[Seg79] proved existence of these limits, and showed that they each equal H˚pΩ

2
0CP1;Zq, the

basepoint component of the second loop space of the 2-sphere. 4

4There are many other such coincidences. For example, generalizing the above, for any fixed n ě 2 the
density of “n-power-free integers” among all integers equals ζpnq

´1, which also happens to be the density of
n-tuples of integers with common gcd 1 among all n-tuples of integers. See Section 2 for more details on the
analogy in number theory. The topological analogs were proved by Vassiliev [Vas92] and Segal [Seg79], with
limiting homology that of Ω2

0CPn´1.
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One might try to push the analogy further, replacing C with other open manifolds X.
However, as we see from Example 1.5 for X “ Cˆ:

lim
dÑ8

HipZd2 pCˆq;Qq ‰ lim
dÑ8

HipZd,d1 pCˆq;Qq.

What went wrong? The answer lies in the fact that we didn’t take Weil’s analogy seriously
enough: we need to somehow “divide” by the spaces corresponding to r1, ds and r1, ds2,
namely SymdpXq and SymdpXq2. As indicated by Theorem 1.2, interpreting this division
as division of Poincaré polynomials gives a correct theorem in many examples. Note that
the necessity of dividing was not visible in the example when X “ C since, by Newton’s
Theorem, SymdpCq – Cd, and so PSymdpCqptq “ 1 “ pPSymdpCqptqq

2.
One can ask what exactly about cohomology should arise in the analogy above. The idea

that the function field analog of counting is an Euler characteristic or Hodge-Deligne poly-
nomial is suggested by the Grothendieck-Lefschetz trace formula. This is a well-understood
analogy, and via this analogy Theorem 1.9 is predicted. In [VW15], based on theorems about
Hodge-Deligne polynomials motivated by arithmetic, Vakil and the third author posed many
questions about about actual Betti numbers, asking how far this analogy might extend to
topology and to what extent it can predict not just Euler characteristics but Betti numbers.
One point of this paper is that these analogies from arithmetic can be extended to topol-
ogy beyond just Euler characteristics, as seen in Theorem 1.2, but this extension is more
mysterious than the well-understood analogy with Euler characteristics or Hodge-Deligne
polynomials, as seen by Remark 1.6.

Outline of the proof of Theorem 1.2. We deduce Theorems 1.2 and 1.4 from an ex-

plicit description of the E2-page of the Leray spectral sequence for the inclusion Z~dn pXq Ă
Sym

~dpXq; this description is the content of Theorem 3.1. The proof of Theorem 3.1 is quite
involved and takes up Sections 4-7. In outline, the proof of Theorem 3.1 proceeds as follows.

1. We start by considering an ordered version rZDn pXq of Z~dn pXq, defined for any “m-
colored” set D, on which a product of symmetric groups SD – Sd1 ˆ ¨ ¨ ¨Sdm acts with

quotient Z~dn pXq. Our first goal is to analyze H˚p rZDn pXq;Qq by using the Leray spectral

sequence for the inclusion π : rZDn pXq Ñ XD – X |
~d|.

2. The E2-page is given by HppXD;Rqπ˚Zq. We must therefore understand the coeffi-
cient sheaves Rqπ˚Z. In §5, we reduce this, using the Goresky-MacPherson formula,
to a combinatorial problem expressed in terms of the homology of order complexes
associated to certain posets of so-called “colored n-equals partitions”. In contrast to
configuration spaces (the case pm,nq “ p1, 2q), the possibility of particle collisions leads
to much greater combinatorial complexity of the relevant partition lattices.

3. To handle this complexity, we make critical use of Björner–Wachs’ theory of “lexico-
graphic shellability” [BW96, BW97]. This theory gives a method for proving that cer-
tain combinatorially-defined complexes are homotopy equivalent to a wedge of spheres,
and we show in Section 4 that it holds for the order complexes of posets of colored
n-equals partitions. We first use this to give a qualitative description of the E2-page of

the ordered case in terms of sheaves supported on diagonals in X |
~d| (Theorem 5.6).
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4. The next ingredient for the computation of H˚pZ~dn pXq;Qq is the “local case” X “ RN .

In §6 we give (Theorem 6.1) an explicit computation of H˚pZ~dn pRN q;Qq . The key idea

is to consider a filtration of the “discriminant locus” in Sym
~dpRN q, whose complement

is Z~dn pRN q, and then to use associated cofiber sequences in an inductive argument.
This is similar to the work of Farb-Wolfson [FW16], which in turn built on work of
Segal [Seg79] and Arnol’d [Arn70].

5. In §7 we combine the local computation with the combinatorial results of Section 4 to
obtain a quantitative description of the SD-invariants of the E2-page; by transfer this
gives Theorem 3.1.

6. In Section 3, we use the description of the E2-page to obtain information about

H˚pZ~dn pXq;Qq and prove Theorem 1.2.

2 Analogies in number theory

In this section we indicate the statements in number theory that led us to the statement of
Theorem 1.2.

Given integers a1, . . . , am, we say they are relatively n-prime if there does not exist an
integer b ě 2 such that bn | ai for all i; in other words, if gcdpa1, ..., amq is n-power-free. Let
ζpsq be the Riemann zeta function. The following is a standard result in number theory.

Theorem 2.1 (see, e.g. [Ben76]). Given positive integers m and n, the limit

lim
dÑ8

#tpa1, . . . , amq P pNďdqm|a1, . . . , am relatively n-primeu

#tpa1, . . . , amq P pNďdqmu

exists and equals ζpmnq´1. In particular, this limit only depends on the product mn.

Moreover, such a statement holds if we replace Z with the ring of integers OK in an
number field K, the set Nďd with the set of ideals of OK of norm at most d, the function
ζpsq with the Dedekind zeta function ζKpsq, and relatively n-prime with the requirement
that there be no non-trivial ideal b Ă OK such that bn | ai for all i.

In the usual analogy between number fields and function fields, we can also replace Z
with the ring of integers in a function field over a finite field such as Fqrts. Let Sd be the set
of monic polynomials of degree d in Fqrts. A set of polynomials is relatively n-prime if there
does not exist a non-constant polynomial b that divides all of them.

Theorem 2.2 (see, e.g. [MD]). Given positive integers m and n, the limit

lim
dÑ8

#tpa1, . . . , amq P pSdq
m|a1, . . . , am relatively n-primeu

#tpa1, . . . , amq P pSdqmu

exists and equals ζFqrtspmnq
´1. In particular, this limit only depends on the product mn.

Similarly to the above, the analogous version is also true when we replace Fqrts with the
ring of integers in any function field over any finite field. The function field statements can
also be interpreted geometrically as the following.
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Theorem 2.3. Let X be a curve (not necessarily complete or smooth) over a finite field Fq
with local zeta function ζXpsq. Given positive integers m and n, the limit

lim
~dÑ8

#Z~dn pXqpFqq
p#Sym

~dpXqpFqqq
(2.1)

exists and equals ζXpmnq
´1. In particular, the limit only depends on the product mn.

The number field version “with punctures” holds as well, taking the zeta function without
the factors in the Euler product corresponding to the punctures. In fact, Theorem 2.3
holds for any connected variety X, not just one-dimensional X, with ζXpmnq

´1 replaced by
ζXpmndimXq´1.

3 The Leray spectral sequence for H˚pZ~dn pXq;Qq, and
applications

In this section we state our main technical theorem, Theorem 3.1 below, which gives the E2

page of a spectral sequence converging to the cohomology of Z~dn pXq. We then apply this
theorem as a black box to prove Theorems 1.2, 1.4, 1.7 and 1.9 given in the introduction.
The proof of Theorem 3.1 will then take up the rest of the paper.

3.1 Statement of the main technical theorem

We want to understand the cohomology of the space Z~dn pXq for X a smooth manifold with
dimH˚pX;Qq ă 8. To this end, we consider the Leray spectral sequence for the inclusion

Z~dn pXq Ă Sym
~dpXq and the constant sheaf Q. We denote the pp, qq term of the jth page of

this spectral sequence by Ep,qj pX,
~d, nq. Note that E˚,˚j pX, ~d, nq is a bigraded algebra, graded

by pp, qq.
We will need some notation for certain bigraded vector spaces. Denote by Qris the rank 1

vector space of bidegree p0, iq, and by HjpX;Qrisq the vector space HjpX;Qq with bidegree
pj, iq. Given any bigraded vector space V , the symmetric group Sk acts on V bk in the graded
way with respect to the total grading, i.e. as in the Künneth formula. Let Symk

gr V denote

the trivial Sk subpresentation of V bk.
The following theorem is the main technical result of this paper. For the definitions from

mixed Hodge theory necessary to understand part (2) of the theorem, see §3.5 below.

Theorem 3.1 (Cohomology of spaces of 0-cycles). Let X be a connected, smooth,
orientable manifold. Fix ~d P Nm and n ą 0.

1. If dimpXq “ 2r ` 1, r ą 0, then the inclusion Z~dn pXq ãÑ Sym
~dpXq induces an isomor-

phism on rational cohomology.

2. If dimpXq “ 2r, r ą 0, then Ep,q2 pX, ~d, nq “ 0 unless p` q ď 2r|~d| and q{p2rpmn´1q´
1q P N

ďmini
di
n

, in which case it is isomorphic to the degree pp, qq part of :

Symq{p2rpmn´1q´1q
gr H˚pX;Qr2rpmn´ 1q ´ 1sq b

m
â

i“1

Symdi´nq{p2rpmn´1q´1q
gr H˚pX;Qr0sq

(3.1)
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where HppX;Qrqsq has bidegree pp, qq, and where bidegrees are additive under symmet-
ric powers.

3. If X is a smooth complex variety with dimCpXq “ r ą 0 then Ep,q2 pX, ~d, nq is isomor-
phic, with its mixed Hodge structure to the degree pp, qq part of:

Symq{p2rpmn´1q´1q
gr H˚pX;Qr2rpmn´ 1q ´ 1sprpmn´ 1q, rpmn´ 1qqq

b

m
â

i“1

Symdi´nq{p2rpmn´1q´1q
gr H˚pX;Qr0sp0, 0qq.

where Qrispc, cq denotes the rank 1 vector space of bidegree p0, iq and pure Hodge struc-
ture of weight 2c.

Remark 3.2. Theorem 3.1 only gives the additive structure of H˚pZ~dn pXq,Qq. The precise
multiplicative structure seems more subtle. 5 However, after passing to an associated graded

of a certain filtration, H˚pZ~dn pXq,Qq has a particularly nice multiplicative structure which
we hope to address in forthcoming work.

3.2 Application 0: Homological stability

In this subsection we deduce Theorem 1.7 from Theorem 3.1. When dimpXq is odd, the
theorem follows from Statement 1 of Theorem 3.1 together with classical rational homological
stability for symmetric powers. We thus assume that dimpXq is even.

Given ~d, n and X, consider the S~d-equivariant map between the spaces of ordered 0-

cycles rZ~d`1i
n pXq // rZ~dn pXq given by forgetting the last point of color i. This map induces an

S~d-equivariant map between the associated Leray spectral sequences for the inclusion into the

ordered products. Transfer gives a corresponding map Ψ : Ep,qr pX, ~d, nq //Ep,qr pX, ~d`1i, nq

between the Leray spectral sequences computing H˚pZ~dn pXq;Qq and H˚pZ~d`1i
n pXq;Qq. The

E2 pages of these spectral sequences are given explicitly by Statement 2 of Theorem 3.1.
The proof of Theorem 3.1 will show that for q ď di ¨ p2rpmn ´ 1q ´ 1q{n and p ` q ď 2r|~d|
the map Ψ is given by the tensor product of the identity map on the first big factor of
(3.1), the identity map on all but the ith factor of the second big factor, and the inclusion

Sym
di´nq{p2rpmn´1q´1q
gr H˚pX;Qr0sq // Sym

di`1´nq{p2rpmn´1q´1q
gr H˚pX;Qr0sq on the remain-

ing factor. Applying classical rational homological stability for symmetric products gives the
desired result and the stated stable range.

3.3 Application 1: Coincidences between limiting homological densities

In this subsection we apply Theorem 3.1 to deduce Theorem 1.2. To understand the differ-
ential in our spectral sequence, we will recall some basic facts about the differential in the
Leray spectral sequence for the complement of a closed submanifold.

Lemma 3.3. Let Y be a smooth manifold and let Z be a smooth, closed submanifold with
orientable normal bundle. Let k ě 1 be the codimension of Z in Y . There is a map

H˚pZ;Qq Ñ H˚`kpY ;Qq
5This question has been addressed in a recent work of Ho [Ho].
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described in any of the following equivalent ways.

1. The differential dk : H˚pZ;Qq – E˚,k´1
2 Ñ Ek`˚,02 – H˚`kpY ;Qq in the Leray spectral

sequence for the inclusion Y zZ Ñ Y with Q coefficients.

2. The composite H˚pZ;Qq
YThNZ{Y
ÝÑ H˚`kpNZ{Y , NZ{Y z0;Qq – H˚`kpY, Y zZ;Qq Ñ H˚`kpY ;Qq

of the Thom isomorphism for the normal bundle NZ{Y , an isomorphism from the tubu-
lar neighborhood theorem and excision, and the map from relative cohomology to coho-
mology.

3. The composite H˚pZ;Qq – HompHdimZ´˚
c pZ;Qq,Qq Ñ HompHdimZ´˚

c pY ;Qq,Qq –
H˚`kpY ;Qq of the Poincarè duality map for Z, the map from the usual pull-back of
compactly supported cohomology and the the Poincarè duality map for Y .

4. When Z is connected and orientable, and Y “ Z` with Z Ă Y the diagonal, and
ei is a graded basis for H˚c pZ;Qq and ěi is a Poincarè dual basis for H˚pZ;Qq and
T : HdimZpZ;Qq – Q, the map

α ÞÑ
ÿ

i1,...,i`

T pei1 Y ¨ ¨ ¨ Y ei` Y αqěi1 b ¨ ¨ ¨ b ěi` .

Proof. The equivalence of 1 and 2 follows by a similar argument as the identification of the
differential in [BT82, p.177-178]. The equivalence of 2 and 3 is explained in [BT82, p.65-69].
It is easy to work out 4 as an explicit version of 3; see for example Chapter 11 of [MS].

Theorem 3.4. Let X be a connected orientable smooth manifold such that the cup-product
of any mn compactly supported cohomology classes is 0. Then all the differentials of the

Leray spectral sequence for the inclusion Z~dn pXq Ă Sym
~dpXq vanish.

Remark 3.5. Note that when X “ Rr the hypothesis of Theorem 3.4 holds by [Ara16,
Lemma 1.2.4], and thus it similarly holds for any open submanifold of X “ Rr by loc. cit.. If
X is an affine variety over C, then each non-zero ei P H

˚
c pX,Qq has degree ě 1

2 dimX (by the
Andreotti-Frankel Theorem [AF59]), and e1Ye2Ye3 is thus 0. As another example, if X is a
connected orientable non-compact smooth manifold, then since each non-zero ei P H

˚
c pX,Qq

has degree at least 1 (by X non-compact) we have e1Y¨ ¨ ¨Yek “ 0 for k ą dimX. This proves
Corollary 1.3. In general, if X is a connected orientable non-compact smooth manifold, and
s is the highest degree in which X has non-vanishing cohomology, then for k ą dimX

dimX´s , the
hypothesis of Theorem 3.4 holds by a similar argument.

Proof. We have the complement of the diagonal j : XmnzX Ñ Xmn. We claim that the
differential ddimXpmn´1q vanishes on E0,dimXpmn´1q´1 for the Leray spectral sequence for j
with rational coefficients. The differential is given by Lemma 3.3 (4) and is clearly seen to
be 0 if and only if the cup-product of any mn compactly supported cohomology classes is 0.

Define rZDn pXq Ď XD to be the space of tuples of (not necessarily distinct) points in X
labeled by the elements of D such that no point of X has at least n labels of each color.
For any choices of n integers from 1 to di for each i from 1 to m, we have a morphism from

π : Z̃~dn pXq Ñ X |
~d| to the inclusion j that projects X |

~d| to the mn chosen coordinates.
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From Theorem 5.6 and Lemma 4.8, we have that in the Leray spectral sequence for π,

E
0,dimXpmn´1q´1
2 “

à

IPΠDn
I singletons except one subset of size mn

H0pXI ,Zq

and E
dimXpmn´1q,1
2 “ HdimXpmn´1qpX |

~d|;Zq. Moreover, we can see ddimXpmn´1q is trivial on
H0pXI ,Zq here because it pulls back from the Leray differential for the inclusion j via the
choices of coordinates given by I.

Consider the subalgebraA of the E2 page generated by the bottom row and E
0,dimXpmn´1q´1
2 .

By the above ddimXpmn´1q vanishes on A. All lower or higher differentials then also vanish
on A because they are forced by degree to vanish on the generators of A. By Theorem 5.6,
Lemma 7.1, and the proof of Theorem 3.1 (specifically (7.8)), the algebra A includes all the
SD invariants of the E2 page, and thus all differentials vanish for the Leray spectral sequence

for Z~dn pXq Ă Sym
~dpXq, as desired.

Thus under the hypothesis of Theorem 3.4, for with mn ě k, we have, by Theorem 3.1

ÿ

~dPNm
rH˚pZ~dn pXqqs “ rSym˚

grH
˚pX,Qqs

m
ź

i“1

rSym˚
grH

˚pX,Qqs (3.2)

is an equality in the Grothendieck ring of Zpm`1q graded vector spaces (replacing the bi-

grading above), where HjpZ~dn pXqq has grade pj, d1, . . . , dmq and the first H˚pX,Qq has
grade p˚ ` 2 dimXpmn ´ 1q ´ 1, n, . . . , nq and the ith H˚pX,Qq in the product has grade
p˚, 0, . . . , 0, 1, 0, . . . , 0q, where the 1 is in the i ` 1 coordinate, and the grading used in the
definition of Symgr is given by the first coordinate. Since

ÿ

~dPNm
rH˚pSym

~dpXqqs “
m
ź

i“1

rSym˚
grH

˚pX,Qqs,

with the analogous gradings, we can conclude the following result about the limits in Theo-
rem 1.2.

Theorem 3.6. Fix positive integers m,n with mn ě 2. Let X be a connected, smooth
orientable manifold with dimH˚pX;Qq ă 8. Suppose that the Leray spectral sequence for

the inclusion Z~dn pXq Ă Sym
~dpXq and the sheaf Q degenerates on the E2 page. Let bipXq :“

dimH ipX;Qq. Then

lim
~dÑ8

PZ~dn pXq
ptq “

ź

iě0

p1´ p´tqi`2rpmn´1q´1q´p´1qi`2rpmn´1q´1bipXq

˜

ź

iě1

p1´ p´tqiq´p´1qibipXq

¸m

and

lim
~dÑ8

PZ~dn pXq
ptq

pP
Sym

~dpXq
ptqq

“
ź

iě0

p1´ p´tqi`2rpmn´1q´1q´p´1qi`2rpmn´1q´1bipXq.

Here lim~dÑ8
means “as all di Ñ8” (at any rates), and we take the limit in the ring of

formal power series Zrrtss with the usual t-adic topology.
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Proof. The E2 page of the Leray spectral sequence computing H˚pZ~dn pXq,Qq is given by
Theorem 3.1. The assumption that this spectral sequences degenerates on the E2 page
thus implies that for k ě 0, when all the di are sufficiently large (given m,n, r, k), then

dimQH
kpZ~dn pXq,Qq is the dimension of the of total degree k part of

Sym˚
grH

˚pX;Qr2rpmn´ 1q ´ 1sq b
m
â

i“1

Sym˚
grH

˚pX;Qr0sq.

Recall that for a positively graded vector space V with Vi the degree i part, that the Poincaré
series of Sym˚

gr V is
ź

iě1

p1´ p´1qitiq´p´1qi dimVi .

The theorem then follows from the multiplicativity of Poincaré series under tensor product.

Theorem 1.2 then follows from Theorems 3.6 and 3.4.

3.4 Application 2: Coincidences for Euler characteristics

In this subsection we apply Theorem 3.1 to deduce Claim 1 of Theorem 1.9. By Hopf’s
Theorem that the Euler characteristic of a complex is the Euler characteristic of its homology,
we have, for any m,

χpZ~dn pXqq “ χpE˚,˚2 pX, ~d, nqq.

When dimX “ 2r is even, let g “ 2rpmn´ 1q ´ 1, and Theorem 3.1 gives

ÿ

~dPZmě0

P pE˚,˚2 pX, ~d, nqqxd11 ¨ ¨ ¨x
dm
m “

ź

iě0

p1´ p´tqg`ipx1 ¨ ¨ ¨xmq
nqp´1qibipXq

m
ź

k“1

ź

iě0

p1´ p´tqixkq
p´1qi`1bipXq,

where bipXq “ dimH ipX,Qq. Setting xi “ x and t “ ´1 gives

ÿ

~dPZmě0

χpZ~dn pXqqx|
~d| “

ź

iě0

p1´ xmnqp´1qibipXq
m
ź

k“1

ź

iě0

p1´ xqp´1qi`1bipXq.

It is standard that
ÿ

dě0

χpSymdXqxd “ p1´ xq´χpXq,

and thus Claim 1 of Theorem 1.9 follows.

3.5 Application 3: Coincidences for Hodge-Deligne polynomials

Mixed Hodge structures and Hodge-Deligne polynomials. We will need some of the
basics of mixed Hodge structures; see, e.g., Chapters 3 and 4 of [PS08], as well as [Sai90].
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Let V be a finite-dimensional vector space over Q. A (rational) pure Hodge structure of
weight n on V is a decomposition

VC :“ V bQ C “
à

p`q“n

V p,q

so that V q,p “ V p,q. This decomposition gives a decreasing Hodge filtration F iVC :“ ‘pěiV
p,q

of V . Classical Hodge theory shows that for any smooth, projective (complex) algebraic
variety X, the vector space HnpX;Qq has a pure Hodge structure of weight n.

Even when X is not compact (and in fact not even assumed to be smooth), Deligne
proved that for each i ě 0, the vector space H ipX;Qq comes equipped with a mixed Hodge
structure : there is an ascending weight filtration

0 “W´1 ĎW0 Ď ¨ ¨ ¨ ĎW2i “ H ipX;Qq

and a descending Hodge filtration

H ipX;Cq “ F 0 Ě F 1 Ě ¨ ¨ ¨ Ě Fm Ě Fm`1 “ 0

with the property that the filtration induced by F on each graded piece GrnpW q :“Wn{Wn´1

is a pure Hodge structure of weight n. Define hp,q,ipXq to be the dimension of the pth graded
piece of this F -induced filtration on Grp`qpW q. The Hodge-Deligne number hp,qpXq is then
defined as hp,qpXq :“

ř

iě0 h
p,q,ipXq. Each of these numbers is finite, and only finitely

many of them are nonzero. The Hodge-Deligne polynomial HDXpu, vq of X is the generating
function :

HDXpu, vq :“
ÿ

p,qě0

hp,qpXqupvq P Zru, vs.

It is more common to define the Hodge-Deligne polynomial with compactly supported
cohomology, but we use regular cohomology here for simplicity. Since we consider smooth
varieties, by Poincaré duality the data in the polynomial is the same as in the usual definition.

Deligne proved that mixed Hodge structures are functorial : for any algebraic map f :
X // Y between varieties, the induced map f˚ : H˚pY ;Qq //H˚pX;Qq strictly preserves
mixed Hodge structures. Deligne also proved that the Kunneth isomorphism H˚pX ˆ Y q –
H˚pXq bH˚pY q is compatible with mixed Hodge structures, as are cup products.

Corollary 3.7. Fix positive integers m,n with mn ě 2. Let X be a smooth, connected
complex variety. Then

lim
~dÑ8

HDZ~dn pXq
pu, vq

HD
Sym

~dpXq
pu, vq

“
ź

p,qě0

2r
ź

i“0

p1´p´1qi`2rpmn´1q´1up`rpmn´1qvq`rpmn´1qq´p´1qi`2rpmn´1q´1hp,q,ipXq

In particular, this limit depends only on the product mn and on the mixed Hodge structure
on H˚pX;Qq. Here lim~dÑ8

means “as all di Ñ8” (at any rates), and we take the limit in
the ring of formal power series Zrru, vss with the usual adic topology.

Proof of Corollary 3.7. We first claim that

lim
~d //8

HDZ~dn pXq
pu, vq “ lim

~d //8

HD
E2pX,~d,nq

pu, vq (3.3)
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in Zrru, vss. To see this, first note that the associated graded (with respect to the two
filtrations of the mixed Hodge structure) spectral sequence Ep,q˚ pX, ~d, nq breaks up as a direct
sum of spectral sequences according to weights pr, sq. Corollary 3.2.15 of [Del71] implies that
for any fixed weights pr, sq, only finitely many terms of the E2 page of the pr, sq-weight part
of Ep,q2 pX, ~d, nq are nonzero. Thus the E8 page of this part equals the EN page for some
N . We can thus apply Hopf’s theorem for finite chain complexes, that the alternating sums
of the ranks of the i-chains equals the corresponding sum for the ranks of the i-dimensional
homology groups. Apply this to each page gives the claim for each weight pr, sq. Applying
this one weight at a time, the definition of the adic topology on Zrru, vss gives (3.3).

Equation (3.3) implies that :

lim
~dÑ8

HDZ~dn pXq
pu, vq

HD
Sym

~dpXq
pu, vq

“ lim
~dÑ8

HD
E2pX,~d,nq

pu, vq

HD
Sym

~dpXq
pu, vq

(3.4)

We thus need to understand HD
Ep,q2 pX,~d,nq

pu, vq. We will do this by quoting Statement 3

of Theorem 3.1. We will build up to this, starting with a general statement.
Let V be a graded vector space endowed with a rational mixed Hodge structure. Then

we can write the associated graded of V with respect to the two filtrations as :

grV “
à

p,qě0

à

iě0

pQpp, qqrisqvp,q,i (3.5)

for some vp,q,i ě 0. The mixed Hodge structure on V induces a mixed Hodge structure on
the symmetric algebra Sym˚pV q. Its Hodge-Deligne polynomial can be written :

HDSym˚pV qpu, vq “
ź

p,qě0

ź

iě0

p1´ p´1qiupvqq´p´1qivp,q,i . (3.6)

We now apply this general reasoning to

V “ H˚pX;Qr2rpmn´ 1q ´ 1sprpmn´ 1q, rpmn´ 1qqq.

To this end, we first need to express V as in (3.5). Keeping track of weights and degrees,
and using the fact that hp,qpXq “ 0 for p ă 0 or q ă 0, we obtain:

V “ H˚pX;Qr2rpmn´ 1q ´ 1sprpmn´ 1q, rpmn´ 1qq

“
À

p,qě0

À2 dimX
i“0 hp´rpmn´1q,q´rpmn´1qpH ipX;Qqr2rpmn´ 1q ´ 1sq

“
À

p,qěrpmn´1q

À2 dimX`2rpmn´1q´1
i“2rpmn´1q´1 pQpp, qqrisqhp´rpmn´1q,q´rpmn´1q,i´2rpmn´1q´1pXq

Now Statement 3 of Theorem 3.1 gives Ep,q2 pX, ~d, nq as a tensor product of two symmetric

algebras. As ~d //8, the Hodge-Deligne polynomial of the first of these algebras converges
to HDSym˚pV qpu, vq, while for the second of these algebras the Hodge-Deligne polynomial
converges to pHDSym8pXqpu, vqq

m. Since

HDUbW pu, vq “ HDU pu, vqHDW pu, vq
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for mixed Hodge structures U and W , the right-hand side of (3.4) equals HDSym˚pV qpu, vq.
Plugging the formula we just obtained for V in (3.6) gives:

HDSym˚pV qpu, vq “
ź

p,qěrpmn´1q

i“2 dimX`2rpmn´1q´1
ź

i“2rpmn´1q´1

p1´p´1qiupvqq´p´1qihp´rpmn´1q,q´rpmn´1q,i´2rpmn´1q´1pXq

which by re-indexing equals

“
ź

p,qě0

2 dimX
ź

i“0

p1´ p´1qi`2rpmn´1q´1up`rpmn´1qvq`rpmn´1qq´p´1qi`2rpmn´1q´1hp,q,ipXq

thus giving the theorem.

4 The poset of colored n-equals partitions and its homology

The goal of this section is to prove Proposition 4.13 and Theorem 4.9 below. These purely
combinatorial results are the first of three main ingredients in our proof of Theorem 3.1.

Fix throughout this section an integer m ě 1 and m colors. Let D be a finite colored set;
that is, a finite set D and function D // t1, . . . ,mu which we think of as “coloring” each
point of D by one of the colors 1, 2, . . . ,m. Let Dpiq denote the subset of D consisting of all
elements with color i. For any set S denote the cardinality of S by |S|. Let

SD :“ tcolor preserving self-bijections of Du

Definition 4.1 (n-equals partition).

1. Fix m colors. Let D be a finite colored set. A partition of D is an n-equals partition
if each block of the partition either has size 1, or contains at least n elements of each
of the m colors.

2. Denote by ΠD
n the poset of n-equals partitions of the colored set D, ordered by refine-

ment: I ď J if and only if I refines J .

For m “ 1, the lattice Πd
n has been intensely studied by Björner and his collaborators,

under the name of “n-equals” arrangement. Recall that elements of Πd
n are partitions I of

t1, . . . , du such that all blocks in the partition have size 1 or size at least n.
We record the following elementary observation. For a poset P , denote by P pď xq the

subposet of P consisting of all elements of P that are ď x.

Lemma 4.2. Let J P ΠD
n . Let J1, . . . , Jk denote the blocks of the partition J . Let stabJ Ă SD

be the stabilizer of J . There exists a stabJ -equivariant isomorphism of posets

ΠD
n pď Jq –

ź

i

ΠJi
n .

Proof. Refinements of J are equivalent to a choice of n-equal partitions of Ji for each i. The
claim follows.
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We will need the following.

Definition 4.3 (0̂ and 1̂). Given a poset P with an initial object 0̂ and a terminal object
1̂, define P :“ P zt0̂, 1̂u.

Definition 4.4 (The order complex ∆pP q of a poset P ). For a poset P , the order
complex ∆pP q associated to P is the simplicial complex whose k-simplices are the chains
x0 ă x1 ă ¨ ¨ ¨ ă xk (i.e. the totally ordered subsets of P ).

Convention 4.5. Note that if P is the poset with two elements (0̂, 1̂q then P is empty, so
rH˚p∆pP q;Zq “ Z in degree ´1. As a special convention, if P is the poset with one element
then we will say that rH˚p∆pP q;Zq “ Z in degree ´2.

4.1 EL-shellability of the colored n-equals lattice

We quickly recall the theory of lexicographic shellability, first developed by Björner-Wachs;
see, e.g., Section 5 of [BW96].

For a poset P let EpP q denote the set of edges of P , i.e. pairs a, b P P with a ă b and
no c such that a ă c ă b. For a ď b in P , the (closed) interval is defined as ra, bs :“ tx P P :
a ď x ď bu; the open interval pa, bq is defined similarly. The poset P is bounded if it has a
greatest element 1̂ and a least element 0̂. A chain of length r in P is a string a0 ă ¨ ¨ ¨ ă ar
with ai P P . A chain is maximal if it is not a proper subchain of any chain in P . A chain
a1 ă ¨ ¨ ¨ ă ar is unrefinable if it is maximal in the interval ra1, ars.

An edge-labelling of P is a map λ : EpP q //Λ for some poset Λ. Given an edge-labelling
λ, for a chain c of length r we write λpcq P Λr for the ordered tuple of the labels of the edges
of c. A rising chain in an interval ra, bs is a chain c with the property that it is a maximal
chain in ra, bs with λpcq “ p`1, . . . , `rq satisfying `1 ă ¨ ¨ ¨ ă `r in Λ.

Definition 4.6 (EL-labelling and EL-shellability). An edge-labelling λ of a poset is
called an EL-labelling if :

1. Every interval ra, bs has a unique rising chain c, and

2. this unique rising chain is lexicographically strictly first among maximal chains: λpcq ă
λpc1q for all other maximal chains c1 in ra, bs.

A bounded poset that admits an EL-labeling is called EL-shellable.

The property of EL-shellability is preserved by several standard properties of posets. In
particular, as given in Theorem 10.16 of [BW97]: if P and Q are bounded posets then P and
Q are EL-shellable if and only if P ˆ Q is EL-shellable. The importance of EL-shellability
comes from a theorem of Björner-Wachs stating that if a bounded poset P is EL-shellable
then ∆pP q has the homotopy type of a wedge of spheres, indexed as follows.

Definition 4.7 (Falling chains). Let P be a poset with an edge-labeling. A chain a0 ă

¨ ¨ ¨ ă ar of P is falling if it is maximal and for all 0 ă i ď r the label `i of ai´1 ă ai is not
less than the label `i`1 of ai ă ai`1.

Lemma 4.8 (Theorem 5.9 of [BW96]). If a poset P is EL-shellable then

rHrp∆pP q;Zq – Ztfalling chains of P of length r`2u.
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The main result of this subsection is the following.

Theorem 4.9 (ΠD
n is EL-shellable). The poset ΠD

n is EL-shellable.

Remark 4.10. Björner–Wachs [BW96, Theorem 6.1] give an EL-labelling for Πd
n for a single

d (i.e. in the case m “ 1). By refining their construction, we give an EL-labelling of ΠD
n in

all cases m ě 1. Our labelling (and proof) reduces to theirs in the case m “ 1. The case
m ą 1 is considerably more delicate.

Proof of Theorem 4.9. If m “ n “ 1, note ΠD
n is the same as if m “ 1 and n “ 2, so without

loss of generality, we assume mn ě 2. First, we determine all the edges in ΠD
n . Extending

Björner–Wachs, we introduce three types of edges in ΠD
n , which we will show are exhaustive.

Whenever we write ai P D it denotes that ai is an element of D of color i.

Block creation: A new non-singleton block B with n elements each of the m colors is
created from singletons. Let Bi be the set of elements of color i in the block.

Singleton adding: A singleton block taiu is merged with a non-singleton block.

Block merging: Two non-singleton blocks B (whose subset of color i elements is Bi) and
C (whose subset of color i elements is Ci) are merged.

By induction, we can show that the first two types of edges are sufficient to generate
every element of ΠD

n . However, the first two types of edges do not give all edges.
To see that the 3 types above exhaust the list of edges, suppose that I ă J is an edge.

Consider a non-singleton block of J that is not a block of I. The block of J is either (1)
entirely singletons in I, (2) contains a non-singleton block of I and a singleton of I, or (3)
contains at least two non-singleton blocks of I. In each case, there exists I 1 with I ă I 1 ď J
and I ă I 1 of the corresponding type, and so I 1 “ J since I ă J is an edge.

For each 1 ď i ď m, we pick a linear ordering on Dpiq so that it is an ordered set. Let
di :“ maxDpiq. We let Dp1q be an isomorphic copy of the ordered set Dp1q with elements ā
for a P Dp1q. Let Dp1qε be the ordered set whose elements at a P Dp1q and a´ ε for a P Dp1q
with the obvious ordering (a´ ε ă a and if a ą b for a, b P Dp1q, then a´ ε ą b ). Let ~Λ be
the poset

~Λ :“ Dp1q \Dp1qε ˆDp2q ˆDp3q ˆ . . .ˆDpmq,

where Dp1qεˆ . . .ˆDpmq is ordered lexicographically, and where ā ă γ for all ā P Dp1q and
all γ P Dp1qε ˆ . . .ˆDpmq.

We now define an edge-labeling of ΠD
n with labels in ~Λ:

1. For block creation of a block B, we assign the label pmaxB1, . . . ,maxBmq.

2. For adding a singleton ai of color i ą 1 to a block B, we assign the label

λpB Y taiuq :“ pmaxB1, . . . ,maxBi´1, ai, di`1, . . . , dmq.

For adding a singleton a1, we assign the label

λpB Y ta1uq :“ pa1 ´ δε, d2, . . . , dmq

where δ “ 0 if a1 ą maxB1 and δ “ 1 if a ă maxB1.
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3. For block merging, we assign the label maxtB1 Y C1u.

We now prove that this edge-labeling is an EL-labeling. Note that for an edge-labeling
to be an EL-labeling, it suffices to require that every interval rx,ws has a unique rising chain,
and that the first edge x ă y of that rising chain has label less than any other edge x ă z
with z ď w. We will prove this stronger condition of our edge-labeling. We first prove this
condition for terminal intervals rx, 1̂s in ΠD

n , and then prove it for general intervals.

Step 1: Terminal Intervals. Let x P ΠD
n be any element. We will show the condition

above for rx, 1̂s. We will consider three cases based on the number of non-singleton blocks of
x.

Case I: We first consider the case that x has a single non-singleton block B. By our
edge-labeling, in a rising chain, block merging can never occur after block creation. Yet, any
maximal chain of rx, 1̂s that creates a block must later merge it with the block of x. Thus,
any rising chain in rx, 1̂s can only consist of adding singletons.

Claim 1. There is a unique rising order in which singletons can be merged to B.

Proof of Claim 1. Let SăB Ă DzB consist of all singletons ai (for 1 ď i ď m) such that
ai ă maxBi. Let SąB Ă DzB consist of all singletons ai (for 1 ď i ď m) such that
ai ą maxBi. Note that SăB Y SąB “ DzB. We first will prove that in a rising chain in
rx, 1̂s singletons in SăB must be added before singletons in SąB.

For any subset C of D, we can partition DzC into SăC Y SąC as above. If we have a
block C and add a singleton ai P SăC , we call that a low singleton add, and if we have a
block C and add a singleton ai P SąC , we call that a high singleton add. Note that the label
λpC Ytaiuq of a high singleton add to form a block C 1 “ C Ytaiu is greater than or equal to
the label of creating the resulting block C 1. However, the label λpC 1Ytbiuq of a low singleton
add of bi P SăC1 to a block C 1 to form a block C2 “ C 1Ytbiu is less than the label of creating
the starting block C 1. Thus, in a rising chain, a high singleton add can never be followed by
a low singleton add. Starting at x, the first singleton add from SąB will be a high singleton
add (even if it occurs after some low singleton adds), and any singleton add from SăB at any
point will be a low singleton add. Thus, in a rising chain in rx, 1̂s singletons in SăB must be
added before singletons in SąB.

Next we will show there is at most one rising order to merge singletons in SăB, and at
most one rising order to add singletons in SąB to B.

Singletons in SăB: We claim there is a unique rising order in which singletons in SăB
can be added to B. If we have added some singletons from SăB to B to form a block B1,
then note that maxBi “ maxB1i for all i. Thus, whenever we add a singleton ai to a block
formed from adding singletons from SăB to B, the label will be

pmaxB1, . . . ,maxBi´1, ai ´ δε, di`1, . . . , dmq (4.1)

(where δ “ 0 if i ą 1 and δ “ 1 if i “ 1). If i ă i1 and ai, bi1 P SăB, then since ai ă maxBi,

pmaxB1, . . . ,maxBi´1, ai´δε, di`1, . . . , dmq ă pmaxB1, . . . ,maxBi1´1, bi1´δε, di1`1, . . . , dmq.

So if i ă i1, in a rising chain all singletons of color i in SăB must be added before any
singletons of color i1 in SăB. Among singletons of a given color in SăB, we note by the labels
as given in Equation (4.1), in a rising chain they must clearly be added in increasing order.
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Singletons in SąB: After adding all the singletons in SăB to B to form a block B1, we
will show that there is a unique rising order in which to add the singletons of SąB “ SąB1 .
The first singleton add from SąB will be a high singleton add, and so by our observation
above, all further singleton adds in a rising chain must be high singleton adds. When we add
a singleton ai from SąB to block C to form block C 1 the label will be

pmaxC1, . . . ,maxCi´1, ai, di`1, . . . , dmq. (4.2)

(Note we do not have to consider subtracting ε since that is only required for low singleton
adds.) We have maxCj “ maxC 1j for j ‰ i and maxC 1i “ ai because adding ai was a high
singleton add. Suppose for the sake of contradiction that in a rising chain we add ai of color
i followed by bi1 of color i1 with i ă i1. Then the label of adding bi1 to C 1 is

pmaxC1, . . . ,maxCi´1, ai,maxCi`1, . . . , bi1 , di1`1, . . . , dmq.

Since every entry past the ith in this label is at most the corresponding entry in the label
of Equation 4.2 above, the chain cannot be rising and we have a contradiction. Thus, for
i ă i1 in a rising chain we have to add all elements from SąB of color i1 before each of color
i. Within a color, in a rising chain singletons clearly have to be added in increasing order.

So far, we have shown that in any rising chain in rx, 1̂s, we have to add in singletons from
SăB in a unique order, and then add in singletons from SąB in a unique order. It remains
only to check that adding the singletons in this order does indeed give a rising chain. It is
easy to check that adding singletons from SăB in the required order is rising, and the final
label is less than the label of the block creation of B. The first addition of a singleton from
SąB to B Y SăB has label greater than the label of the block creation of B. Finally, it is
easy to check that adding singletons from SąB to a block B Y SăB in the required order is
indeed rising.

We we have shown that when x has a single non-singleton block B, there is a unique
rising chain in rx, 1̂s. Next we will show that the first edge x ă y of this chain has label less
than any other edge x ă z. Suppose, for the sake of contradiction, that there is some edge
x ă z with z ‰ y and λpx ă zq ď λpx ă yq.

1. First we consider the case that x ă z is a block creation of a block C (disjoint from
B). Then maxC1 P DzB.

a. We consider the case that x ă y has label with first coordinate ď maxB1, then we
have maxC1 ď maxB1, which implies maxC1 ă maxB1. Thus, from our description of the
unique rising chain in rx, 1̂s above, since SăB has some element of color 1 in it, the edge
x ă y adds the smallest singleton of color 1 to B. Thus since maxC1 is some singleton of
color 1 in SăB, the first coordinate of λpx ă yq is at most maxC1 ´ ε, which contradicts the
hypothesis that λpx ă zq ď λpx ă yq.

b. We consider the case that λpx ă yq has first coordinate ą maxB1, i.e. x ă y is a high
singleton add of a singleton of color 1, and by our above analysis of the unique rising chain
in rx, 1̂s, it must be adding the smallest singleton s1 of color 1 in DzB and DzB must have
no elements of any color ě 2. If m ě 2, then there can be no block C in DzB to create.
If m “ 1, then since n ě 2, we have maxC1 ą s1. Then λpx ă yq has first coordinate
s1 ă maxC1, which is a contradiction since C1 is the first coordinate of λpx ă zq.

2. Second, we consider the case that x ă z adds a singleton bj to B.
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a. We consider the case that bj P SăB. Then SăB is non-empty, and we see from our
analysis above of adding singletons in SăB that the label of x ă z is the same as the label
of the edge that adds bj in the rising chain, which is greater than λpx ă yq, which is a
contradiction.

b. We consider the case that bj P SąB, i.e. x ă z is a high singleton add. Then λpx ă zq
is greater than the label of the block creation of B. If x ă y was a low singleton add, then
λpx ă yq is less than the label of the block creation of B, and so we conclude x ă y must be
a high singleton add. From our analysis above of the unique rising chain, we then have SăB
is empty and x ă y adds the minimal element ai of the maximal color i of SąB. Thus j ď i,
and if j “ i then ai ă bj . Since x ă z and x ă y are both high singleton adds, we see from
the definition of the labels that λpx ă yq ă λpx ă zq.

Thus in every case, we conclude that the first edge x ă y of the rising chain in rx, 1̂s has
label less than any other edge x ă z.

Case II: Suppose x had no non-singleton blocks, i.e. x “ 0̂. Then the only edges x ă y
are block creations. Consider a rising chain c in rx, 1̂s that starts with an edge x ă y that
creates a block B. From the above, we see there is a unique rising chain in ry, 1̂s that we
can append to x ă y to obtain c. If SăB is not empty, then the rising chain in ry, 1̂s starts
with a low singleton add whose label is less then the label of the block creation of B, which
is a contradiction. Thus SăB is empty, and we have that B must consist of the n smallest
elements of each color. Thus any rising chain in rx, 1̂s must start with a specified block
creation x ă y, and from there continue with the unique rising chain in ry, 1̂s. This shows
there is at most 1 rising chain in rx, 1̂s. Also, note that if we form the block B of the n
smallest elements of each color in x ă y, then SăB is empty, and the first edge in the rising
chain of ry, 1̂s is a high singleton add, which implies its label is greater than the label of the
block creation of B. So, we can concatenate x ă y with the rising chain of ry, 1̂s to get a
rising chain of ry, 1̂s. Since any edge x ă y is a block creation, and the block of the n least
elements of each color has label less than any other block creation, the first edge of the rising
chain in rx, 1̂s has label less than any other edge x ă z.

Case III: Suppose x has more than one non-singleton block. Then in any maximal chain
of rx, 1̂s, there must be some block merging, and in a rising chain, all block merging must
happen before any block creation or singleton adding. So any rising chain must start with
block merging until there is only one block. If there are k blocks, and the maximal elements
of color 1 in them are ap1q1 ă ¨ ¨ ¨ ă apkq1, then note that tapjq1u are the only possible labels

of block merges starting from these blocks into a single block. Further, ap1q1 can never be
one of the labels of the block merges. Thus, since k´1 block merges are required with strictly
increasing labels, a rising chain must first merge the blocks containing ap1q1 and ap2q1, and
then merge the result with the block containing ap3q1, and so on. Once we have one block
in a partition w, there is a unique rising chain in rw, 1̂s from the above that only involves
singleton adds. Therefore there is at most 1 rising chain in rx, 1̂s. Further, we note that
if we merge blocks in the order described above, that part of the chain is rising, and the
unique rising chain in rw, 1̂s only involves singleton adds, whose labels are all greater than
block merge labels, and thus there is a rising chain in rx, 1̂s. Finally, we consider the first
block merge x ă y in this rising chain and any other edge x ă z. If z is not a block merge,
then clearly λpx ă zq ą λpx ă yq, and if z is a block merge other than that of the blocks
containing ap1q1 and ap2q1, then λpx ă zq ą λpx ă yq. So, the first edge of the rising chain
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in rx, 1̂s has label less than any other edge x ă z.

Step 2: General Intervals. Let x ă w P ΠD
n be a general pair of elements. Let the non-

singleton blocks of w be Dα, indexed by α. Then, Lemma 4.2 gives that ΠD
n pď wq »

ś

α ΠDα
n .

Each edge in ΠD
n pď wq only modifies blocks that are subsets of a single Dα. For each Dα, let

xα be the partition of Dα obtaining by taking the blocks of x that are subsets of Dα. Then,
for each α, we know there is a unique rising chain in rxα, 1̂s Ă ΠDα

n . Note that edge labels
only depend on the blocks that are being modified by an edge. If we have a rising chain
of rx,ws, for any α, we can take the subset of edges that involve modifying subsets of Dα

and obtain a rising chain of rxα, 1̂s Ă ΠDα
n (which must be the unique such chain). Further,

the first coordinate of the label of any edge gives an element in a block (singleton or non-
singleton) being modified by that edge. Thus if α ‰ β, a label of an edge modifying subsets
of Dα cannot be the same as the label of an edge modifying subsets of Dβ. Since the labels
are linearly ordered, there is a unique way to combine the rising chains of rxα, 1̂s Ă ΠDα

n into
a rising chain of rx,ws.

Finally, suppose that x ă z is some edge with z ď w. Let β be such that the first edge
of the rising chain of rx,ws modifies subsets of Dβ. For each α, let xα ă yα be the first edge
of the rising chain in rxα, 1̂s Ă ΠDα

n . Note that for each α, the label of xα ă yα occurs as a
label in the rising chain of rx,ws, and thus λpxα ă yαq ě λpxβ ă yβq with equality if and
only if α “ β. Then x ă z corresponds, for some α, to an edge xα ă zα of elements of ΠDα

n ,
and thus either zα “ yα or the label of x ă z (which is the same as the label of xα ă zα)
is greater than or equal to the label of xα ă yα, with equality if and only if zα “ yα. Thus
λpx ă zq ě λpxβ ă yβq with equality if and only if α “ β and zα “ yβ. In other words, for
any edge x ă z with z ď w that is not the first edge of the rising chain of rx,ws, we have
that λpx ă zq is greater than the label of the first edge of the rising chain of rx,ws.

Theorem 4.9 together with Lemma 4.8 shows that for any colored n-equals partition I,
the homology of ∆pΠD

n pď Iqq is torsion free. Along with Lemma 4.2, this suggests a Künneth
type formula. We develop this now.

For any colored subset F of D, the inclusion F ãÑ D induces an injection of lattices
ΠF
n ãÑ ΠD

n , and under this injection ΠF
n – ΠD

n pď F̃ q, where F̃ is the n-equals partition
consisting of the single nonsingleton block F (or F̃ “ 0̂ if F contains fewer than n elements
of some color).

In light of this, we can rewrite the isomorphism of Lemma 4.2 as

ź

i

ΠD
n pď J̃iq

– //ΠD
n pď Jq

where tJiu are the blocks of the partition J . Note that we are viewing Ji both as a block of
J and as a partition of D with only that non-singleton block.

Definition 4.11 (cdpIq). For a partition I, define cdpIq :“ |D| ´ |I|, i.e. cdpIq equals the
number of elements of D minus the number of blocks of I.

Definition 4.12. Given I, J P ΠD
n , denote their join by I^J , i.e. I^J is the finest partition

which both J and I refine. We say that I and J meet transversely when cdpIq ` cdpJq “
cdpI ^ Jq.
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As discussed in §1.8-1.9 and §4.2 of [DGM00], the direct sum
¨

˝

à

IPΠDn

H̃˚´2p∆pΠD
n pď Iqq;Zq

˛

‚ (4.3)

has the structure of a graded-commutative algebra; we refer to its product as the intersection
product. From the construction (below), this algebra carries a natural SD action.

Explicitly, the intersection product is given by 0 on summands associated to I and J which
do not meet transversely. On summands associated to I and J which do meet transversely,
the intersection product is given on each summand by the composition

H̃ip∆pΠD
n pď Iqq;Zq b H̃jp∆pΠD

n pď Jqq;Zq – // H̃i`jp∆pΠD
n pď Iqq ˆ∆pΠD

n pď Jqq;Zq
– // H̃i`j`2p∆pΠD

n pď Iq ˆΠD
n pď Jqq;Zq

^ // H̃i`j`2p∆pΠD
n pď I ^ Jqq;Zq (4.4)

where the first isomorphism is given by Künneth, the second isomorphism arises from a
canonical homeomorphism of order complexes of bounded posets, due to Walker [Wal88,
Theorem 5.1] 6, and the final map comes from the join, viewed as a map of posets

ΠD
n pď Iq ˆΠD

n pď Jq //ΠD
n pď I ^ Jq

pL,Kq ÞÑ L^K.

For a partition I with blocks I1, . . . , I`, note that the isomorphism of Lemma 4.2 is just the
iterated join

ź

i

ΠD
n pď Ĩiq

^

–
//ΠD
n pď Iq

pL1, . . . , L`q ÞÑ L1 ^ . . .^ L`.

Comparing with the definition of the intersection product, we conclude the following.

Proposition 4.13. (A “Künneth” decomposition) Let I be a partition. Denote by
I1, . . . , I` the blocks of I. The intersection product induces for each k ě 0 a stabI-equivariant
isomorphism

à

k1`¨¨¨`k`“k

ầ

i“1

rHkip∆pΠ
Ii
n q;Zq

– // rHk`2p`´1qp∆pΠD
n pď Iqq;Zq. (4.5)

In particular, the algebra (4.3) is generated by the subspace
À

I 1 H˚´2p∆pΠD
n pď I 1qq;Zq where

the sum is over partitions I 1 P ΠD
n with precisely one nonsingleton block.

One might naively expect that Proposition 4.13 should follow directly from the Künneth
theorem. However, it is not the case that the isomorphism in Lemma 4.2 holds with ΠD

n pď Iq
replaced by ΠD

n pď Iq. Indeed, this is one reason that the intersection product is needed. On
the other hand, an interpretation in terms of Kunneth can be found in Lemmas 4.2 and 4.5
of [Pet2].

6We remark that our notation differs slightly from [Wal88]: here a degree 2 shift appears rather than
degree 1 (as in [Wal88]); this is because Theorem 5.1 in [Wal88] involves a suspension.
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5 Spaces of ordered 0-cycles

Now fix a manifold X of dimension N . Define rZDn pXq Ď XD to be the space of D-tuples of
(not necessarily distinct) points in X labeled by the elements of D such that no point of X
has at least n labels of each color. Since we have fixed m colors throughout, if D happens to
not include any elements of some color then rZDn pXq “ XD. The permutation action of SD
on XD leaves invariant rZDn pXq.

The goal of this section is to prove Theorem 5.6 below. This theorem describes the
QrSDs-algebra structure of the E2-page of the Leray spectral sequence associated to the
inclusion rZDn pXq // XD and the constant sheaf Z. The description will be in terms of
the cohomology of X and the homology of order complexes related to ΠD

n . Petersen [Pet]
gives a spectral sequence for stratified spaces that might also be used to be understand the
homology of rZDn pXq. However, we crucially need to further understand that action of SD on
the homology, and it is not straightforward to see that action in Petersen’s spectral sequence.
We begin by studying the combinatorics of the complement of rZDn pRN q in RN . Let

L1pDq :“ tp~x1, . . . , ~xmq P pRN qDp1q ˆ . . .ˆ pRN qDpmq | x1i “ xai for 1 ď i ď n, 1 ă a ď m,

x11 “ x1j for 2 ď j ď nu

Define the colored n-equals arrangement AN,Dn to be the linear subspace arrangement in
pRN qD consisting of the set of all translates of L1pDq under the action of SD. Denote by
ΠD
n pRN q the associated intersection lattice :

ΠD
n pRN q :“ tL Ă pRN qD | L “ Lσ1 X ¨ ¨ ¨ X Lσk , for σi P SD, Lσi “ σipL1pDqqu

and ΠD
n pRN q is ordered by reverse inclusion. Note also that we include the entire space

pRN qD (i.e. the empty intersection when k “ 0 above), and will alternately denote it by 0̂.
It is an initial element of the poset ΠD

n pRN q.

Remark 5.1. For pm,nq “ p1, 2q, the arrangementA2,D
1 with complement rZD2 pCq is precisely

the braid arrangement studied by Arnol’d [Arn69]. Arnol’d showed that the cohomology
algebra is generated by classes in degree 1 subject to a quadratic relation. The algebras
H˚p rZDn pRN q;Zq are near cousins of Arnol’d’s algebra, and one might hope they admit a
similar presentation, though we do not expect that they are always quadratic algebras.

Problem 5.2. Give an algebra presentation for H˚p rZDn pRN q;Zq.

We do not solve Problem 5.2 here, but only give a set of algebra generators. A solution
to Problem 5.2 would shed significant light on the algebra structure of the E2-page of the
Leray spectral sequence for the inclusion rZDn pXq //XD.

Before continuing we will need to make a definition.

Definition 5.3 (cdpxq, coorpxq). When x is an element of the intersection lattice of a
subspace arrangement over R, we will denote by cdpxq the codimension of the subspace x,
and when x is also a complex subspace, we write cdCpxq for its complex codimension. Let

coorpxq :“ HN
c pRN ;Zq bHompHdimpxq

c px;Zq,Zq.

More generally, given a smooth closed submanifold Z in a manifold X, define

coorpZq :“ HdimpXq
c pX;Zq bHompHdimpZq

c pZ;Zq,Zq.
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We will need the following form of the Goresky-MacPherson formula. The first statement
follows from Deligne–Goresky–MacPherson [DGM00, Corollary 1.8, and §1.10-1.11], and the
fact that the morphism constructed in [DGM00, §1.6] is clearly equivariant under our hy-
potheses. For the second statement, see Deligne–Goresky–MacPherson [DGM00, §4.2]; or de
Longueville–Schultz [dLS01, Theorem 5.2], for a related treatment.

Theorem 5.4 (Goresky-MacPherson Formula). Let A :“ tLiu be an arrangement of
linear subspaces in RN , and let ΠA denote its intersection lattice. Let MA :“ RN ´

Ť

i Li.
Suppose that for every x, y P ΠA with x ă y we have cdpyq ´ cdpxq ě 2, and H˚pMA;Zq

is a free Z-module. Then we have the following.

1. There exists an isomorphism of abelian groups

H ipMA;Zq –
à

xPΠA

H̃cdpxq´i´2p∆pΠApď xqq;Zq b coorpxq (5.1)

that is equivariant with respect to invertible linear maps σ P GLpR, Nq that preserve the
arrangement A. (The action on the left-hand side comes from the action of the linear
maps on MA and the action on the right hand side comes from the induced action on
ΠA and the induced actions on the coorpxq.)

2. Taking the direct sum over all i ě 0 in (5.1) gives an isomorphism of graded-commutative
algebras :

H˚pMA;Zq –
à

i

à

xPΠA

H̃cdpxq´i´2p∆pΠApď xqq;Zq b coorpxq (5.2)

where the algebra structure on the right-hand side of (5.2) is the intersection product
(4.4) on the tensor factors for the order complex, and is given by the natural maps
coorpxqb coorpyq // coorpxX yq, which are isomorphisms for subspaces x and y which
intersect transversely, and 0 otherwise.

Now let I be an n-equals partition of the colored set D, with blocks I1, . . . , Ie. Let
XI Ă XD be the subset where coordinates from the same Ii are all equal. Note that
dimXI “ e dimpXq and XI –

ś

iXIi where XIi – X and the isomorphism records the
equality of the coordinates indexed by Ii. Define

cdpI,Xq :“ dimRpXq ¨ p|D| ´ eq,

which is the codimension of XI in XD. When X “ RN , the XI form a linear subspace
arrangement, and we have the map of posets ΠD

n Ñ ΠtXIuI given by I ÞÑ XI is an isomor-

phism. Further, we have an inclusion of the colored n-equals arrangement AN,Dn Ñ tXIuI ,
and it is not hard to see that they have the same intersection lattices. So, we also have an
isomorphism of posets ΠD

n Ñ ΠD
n pRN q taking I to XI .

Definition 5.5 (εIpqq). Let I be an n-equals partition of the colored set D, with blocks
I1, . . . , Ie. Define εIpqq to be the stabI -equivariant constant sheaf, supported on XI , whose
stalk at each point equals

H̃cdpI,Xq´q´2p∆pΠD
n pď Iqq;ZqbcoorpXIq –

à

k1`¨¨¨`ke“cdpI,Xq´q´2e

e
ò

i“1

rHkip∆pΠ
Ii
n q;ZqbcoorpXIiq
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where
Ò

denotes the external tensor product of the constant sheaves rHkip∆pΠ
Ii
n q;Zq b

coorpXIiq on XIi and where stabI acts on the tensor factors by

H̃kip∆pΠ
Ii
n q;Zq b coorpXIiq

σ˚
// H̃kip∆pΠ

σ¨Ii
n q;Zq b coorpXσ¨Iiq.

Theorem 5.4 for colored n-equals arrangementAN,Dn endows the direct sum
À

q

À

IPΠDn
εIpqq

with a canonical structure as a sheaf of graded algebras.

Theorem 5.6 (The Leray spectral sequence). Let X be a connected, orientable manifold
of dimension N ě 2. Let Ẽp,q2 pX,D, nq denote the pp, qq term of the E2-page of the Leray

spectral sequence for the inclusion π : rZDn pXq Ñ XD, computing the cohomology of the
constant sheaf Z on rZDn pXq. There exists an SD-equivariant isomorphism of bigraded algebras

à

p,q

Ẽp,q2 pX,D, nq –
à

p,q

à

IPΠDn

HppXI ; εIpqqq.

Further, when X is a smooth, complex algebraic variety, this isomorphism respects mixed
Hodge structures. Here the mixed Hodge structure on

εIpqq – H̃cdpI,Xq´q´2p∆pΠD
n pď Iqq;Zq b coorpXIq

is trivial on the first tensor factor and the canonical one (i.e. pure of type pcdCpXIq, cdCpXIqq)
on the second tensor factor.

Proof of Theorem 5.6. By the definition of the Leray spectral sequence, the theorem reduces
to showing that, given the inclusion π : rZDn pXq Ñ XD, there is an SD-equivariant isomor-
phism of sheaves of graded algebras:

à

q

Rqπ˚Z –
à

q

à

IPΠDn

εIpqq.

where the SD action on the right-hand side is given on the underlying spaces by σ : XI
//Xσ¨I

and the map of sheaves εIpqq // σ˚εσ¨Ipqq is given on stalks by

εIpqqx – H̃cdpI,Xq´q´2p∆pΠD
n pď Iqq;Zq σ˚

// H̃cdpσ¨I,Xq´q´2p∆pΠD
n pď σ ¨ Iqq;Zq – εσ¨Ipqqσ¨x

where the first and last isomorphisms are those of Proposition 4.13.
For each q, we will give an SD-equivariant map of sheaves

E :“
à

IPΠDn

εIpqq Ñ Rqπ˚Z.

We give the map of sheaves by giving it on the basis of open sets on XD consisting of all
sets of the form U “ U1ˆU2ˆ ¨ ¨ ¨ where each Uj is a small, nice contractible open and such
that for each j, k either Uj “ Uk or Uj X Uk “ H.

To such a U we can associate a partition J of D according to which Ui are equal. Then,
as in [Tot96, Proof of Theorem 1] we have

HqpU X rZDn pXq;Zq – Hqp rZJ1n pRN q ˆ rZJ2n pRN q ˆ ¨ ¨ ¨ ;Zq. (5.3)
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By the Künneth isomorphism, we have

Hqp rZJ1n pRN q ˆ rZJ2n pRN q ˆ ¨ ¨ ¨ ;Zq –
à

i1`¨¨¨`i`“q

ầ

a“1

H iap rZJan pRN q;Zq. (5.4)

For N ě 2, the colored n-equals arrangement AN,Dn is easily checked to satisfy the codi-
mension assumptions of the Goresky-MacPherson formula (Theorem 5.4), and thus, for each
i ě 0, there is an SD-equivariant isomorphism of graded algebras:

à

ia

H iap rZJan pRN q;Zq –
à

ia

à

IaPΠ
Ja
n

rHcdpIa,Xq´ia´2p∆pΠ
Ja
n pď Iaqq;Zq b coorpXIaq (5.5)

Plugging this in to (5.4) and distributing terms yields an isomorphism of graded algebras:

à

q

HqpUX rZDn pXq;Zq –
à

q

à

pI1,...,I`qPΠ
J1
n ˆ¨¨¨ˆΠ

J`
n

à

i1`¨¨¨`i`“q

ầ

a“1

H̃cdpIa,Xq´ia´2p∆pΠ
Ja
n pď Iaqq;ZqbcoorpXIaq

(5.6)
By Proposition 4.13, the right-hand side of (5.6) is isomorphic as a graded algebra to :

à

q

à

IPΠDn pďJq

H̃cdpI,Xq´q´2p∆pΠD
n pď Iqq;Zq b coorpXIq

which is isomorphic as a graded algebra to
À

q

À

IPΠDn
εIpqqpUq.

If V is another open set in our basis, with associated partition K, then if there is an
inclusion V // U , then K ď J . The map V // U induces a homomorphism

HqpU X rZDn pXq;Zq //HqpV X rZDn pXq;Zq (5.7)
à

IPΠDn pďJq

H̃cdpI,Xq´q´2p∆pΠD
n pď Iqq;Zb coorpXIq //

à

IPΠDn pďKq

H̃cdpI,Xq´q´2p∆pΠD
n pď Iqq;Zq b coorpXIq.

From [DGM00, Equation 1.11.3], we see that this morphism is just given by sending each
summand where I ę K to 0, and is the identity map on summands where I ď K. This agrees
with the restriction map

À

IPΠDn
εIpqqpUq //

À

IPΠDn
εIpqqpV q, so gives an isomorphism of

sheaves of algebras.
We now prove the second statement of the theorem. Our computations above, combined

with Proposition 4.13, give that the E2 page of the Leray spectral sequence is generated by
H˚pXDq together with

À

I 1 H
˚pXI 1 ; εI 1pqqq, where the direct sum is over partitions I 1 P ΠD

n

with precisely one nonsingleton block. It is therefore enough to compute the weights on these
summands.

The summand H˚pXDq is just the restriction along the inclusion rZDn pXq ãÑ XD, and
so carries its canonical mixed Hodge structure, as claimed. Now consider each of the other
summands H˚pXI 1 ; εI 1pqqq. Write I 1 as I1 plus singletons. There is a commutative diagram
of varieties:

rZDn pXq ãÑ XD

Ó Ó

rZI1n pXq ãÑj XI1
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By the naturality of the Leray spectral sequence, this commutative diagram induces a map
of Leray spectral sequences from that of the bottom row to that of the top row. By the first
part of the theorem, the image of this map equals

À

JďI 1 H
˚pXJ ; εJpqqq. It thus suffices to

compute the Hodge type for the E2 page of the Leray spectral sequence for the inclusion
jX,I1 : rZI1n pXq ãÑ XI1 . This will follow from a standard argument, which we now recall for
the sake of the reader.

For simplicity of notation, let W :“ CdimCpXq. Recall that for a colored, n-equals partition
J P ΠI1

n , we denote by WJ be the linear subspace in W I1 defined by setting coordinates to be
equal as determined by the partition J . For x P XI1 ´ rZI1n pXq, a standard argument using
Noether Normalization shows that there is an étale neighborhood f : U //XI1 of x in XI1

that admits an étale map π : U //W I1 with the property that π´1pWJq “ f´1pXJq for each
J P ΠI1

n . So for x P XJ we have an isomorphism

pRqjX,I1˚Zqx
– //RqpjW,Jq˚Zqy.

where the right hand side denotes the stalk at a generic y P WJ of the push-forward of the
constant sheaf along the inclusion

jW,J : rZJ1n pW q ˆW I1zJ1 ãÑW I1 .

Now rZJ1n pW q ˆW I1zJ1 is just a linear subspace complement, and so the Hodge types are
known by work of Björner-Ekedahl [BE97, Theorem 4.9].7 Because W I1 – pArqI1 is acyclic,
the E2 page of the Leray spectral sequence for jW,J is precisely H0 of the pushforward
sheaves RqpjW,jq˚Z. Further, the work of Björner-Ekedahl identifies the E2-page with the
cohomology of the arrangement. Taken together, this gives that

pRqpjX,I1q˚Zqx –
à

KďJ

HcdpK,Xq´q´2p∆pΠ
I1
n pď Kqq;Zq b coorpWKq.

which in turn equals the stalk at x of the sheaf
À

KďI 1 εKpqq; see Theorem 0.1 of [Sai90] for
the fact that this sheaf is a mixed Hodge module, and therefore its stalks are endowed with
mixed Hodge structures. Note that the codimension of WK in W I1 equals the codimension
of XK in XD. Combined with the above, this gives an isomorphism of sheaves

Rqj˚Z –
à

KďI 1
εKpqq

This completes the proof of the second statement of the theorem.

6 The Local Computation: X “ RN

Given a colored set D, define

~d :“ p|Dp1q|, . . . , |Dpmq|q P Nm

7Theorem 4.9 of [BE97] is stated for étale cohomology of arrangements over finite fields. However, as
observed in the last line of p. 168 of loc. cit., the arguments give the analogous statement for mixed Hodge
structures of the cohomology of arrangements over C. This is also directly addressed in Example 1.14 of
[DGM00].

28



where |Dpiq| denotes the number of elements of D of color i. The permutation action of SD
on XD leaves invariant rZDn pXq. We denote the quotient space by

Z~dn pXq :“ rZDn pXq{SD.

The goal of this section is to compute H ipZ~dn pRN q;Qq for N ě 2. If we had an explicit

presentation of the algebra H˚p rZ~dn pRN q;Qq, one might hope to compute the SD-invariants

directly, thus giving H ipZ~dn pRN q;Qq by transfer. We do not know such a presentation.

Instead, we induct on a canonical filtration of Sym
~dpRN q, extending arguments in [FW16].

The method goes back to Arnol’d [Arn69] , and Segal [Seg79].
Given `, let ~d ` ` denote the vector pd1 ` `, . . . , dm ` `q, let ~d ` `i denote pd1, . . . , di `

`, . . . , dmq, and let ` ¨ ~d denote the vector p`d1, . . . , `dmq. Our goal in this section is to prove
the following.

Theorem 6.1 (Local computation). Fix r ě 1, n, m and ~d with di ě n for all i.

1. If N “ 2r ` 1, then

H ipZ~dn pR2r`1q;Qq –
"

Q i “ 0
0 else

(6.1)

2. If N “ 2r, then

H ipZ~dn pR2rq;Qq –

$

&

%

Q i “ 2rpmn´ 1q ´ 1
Q i “ 0
0 else

(6.2)

6.1 Proof of Theorem 6.1: the top level

Let Qor denote the orientation sheaf on rZDn pRN q. Because ĄZDnpRN q is an oriented manifold,
transfer followed by Poincarè duality gives:

H˚pZ~dn pRN q;Qq – H˚p rZDn pRN q;QqSD

– pHN |D|´˚
c p rZDn pRN q;Qq bQorq

SD .

The SD action on Qor is given by

Qor :“

"

Qsgn N odd
Qtriv N even

where Qsgn and Qtriv are the restrictions to SD Ă S|D| of the sign and trivial representations.
This is the critical place where the even and odd dimensional cases differ.

Case 1: N ą 1 odd.

Let AD :“ SD X A|D| Ă S|D|. By transfer and the fact that SD acts on Qor by the sign
representation, we have that

pH˚c p
rZDn pRN q;Qq bQorq

SD – pH˚c p
rZDn pRN q{AD;Qq bQorq

S2 . (6.3)
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Define rRDn,1pRN q :“ pRN qD ´ rZDn pRN q. The open embedding

rZDn pRN q // pRN qD

gives rise to a long exact sequence in compactly supported cohomology

¨ ¨ ¨ //H i
cp
rZDn pRN q;Qq //H i

cppRN qD;Qq //H i
cp
rRDn,1pRN q;Qq //H i`1

c p rZDn pRN q;Qq // ¨ ¨ ¨

By Equation (6.3) and Poincarè duality, the theorem for N ą 1 odd is equivalent to :

pH˚c p
rRDn,1pRN q{AD;Qq bQsgnq

S2 “ 0.

To see this, it suffices to observe that S2 acts trivially on the space rRDn,1pRN q{AD. Indeed,

by definition, any x P rRDn,1pRN q has at least two coordinates, say ai and bi, of each color i

being equal. On the other hand, the S2-action on the orbit space rRDn,1pRN q{AD is given by
applying any transposition to an orbit representative. Picking the transposition pa1 b1q, we
see that S2 ¨ rxs “ rxs as claimed. This completes the proof of Case 1.

Case 2: N ą 1 even.

Now let N “ 2r. We will make repeated use of the fact that for any k,

H˚pSymkpR2rq;Qq “
"

Q ˚ “ 0
0 else

by transfer, and, similarly, for any space X,

H˚c pX ˆ SymkpR2rq;Qq – H˚´2rk
c pX;Qq.

Now, as observed above, by Poincaré duality and transfer it suffices to prove the version in
compactly supported cohomology.

Our argument follows the lines of the argument in [FW16], which itself is an extension
of the arguments in Segal [Seg79]. Recall the filtration:

R2r|~d| “ R
~d
n,0pR2rq Ą R

~d
n,1pR2rq Ą ¨ ¨ ¨ Ą H.

withR
~d
n,kpR2rq the space ofm-tuples pD1, . . . , Dmq of effective 0-cycles on R2r, with degpDiq “

di, for which there exists an effective 0-cycle D of degree at least k, and effective 0-cycles
Ci, such that Di “ Ci ` nD for each i. By the same arguments as in [FW16], there are
homeomorphisms

R
~d
n,kpR2rq ´R

~d
n,k`1pR2rq – Z~d´nkn pR2rq ˆ SymkpR2rq.

Since N “ 2r and since Qor – Qtriv as SD-equivariant sheaves, to prove the theorem it is
enough to prove Equation (6.4) in the following.
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Proposition 6.2. Let r ě 1. Let ~d ě n ¨~1 and k ď t
mini di
n u. Then

H i
cpZ

~d
n pR2rq;Qq –

$

&

%

Q i “ 2rp|~d| ´mn` 1q ` 1

Q i “ 2r|~d|
0 else

(6.4)

H i
cpR

~d
n,kpR2rq;Qq –

"

Q i “ 2rp|~d| ´ kpmn´ 1qq
0 else

and for each j ě 1 the continuous open embeddings

Z~dn pR2rq ˆ R2r // Z
~d`1j
n pR2rq (6.5)

R
~d
n,kpR2rq ˆ R2r //R

~d`1j
n,k pR2rq (6.6)

given by “bringing zeroes in from infinity” induce isomorphisms on compactly supported ra-
tional cohomology.

Our goal in the rest of this section is to prove Proposition 6.2, and thus Theorem 6.1.

6.2 Proof of Proposition 6.2

We prove the proposition by induction on p~d, kq, ordered lexicographically upward on the
entries in ~d and downward on k.

For the base case ~d “ n ¨~1 :“ pn, . . . , nq, the isomorphism (6.4) follows immediately from
the isomorphism

Zn¨~1n pR2rq – Sym~npR2rq ´ R2r – SymnpR2rqm ´ R2r.

Similarly, we have isomorphisms

Rn¨
~1

n,1 – R2r

Rn¨
~1

n,0 – Symn¨~1pR2rq – SymnpR2rqm

and a map of cofiber sequences

Rn¨
~1`1i

n,1 pR2rq` //

��

Rn¨
~1`1i

n,0 pR2rq` //

��

pZn¨~1`1i
n pR2rqq`

��

pRn¨
~1

n,1pR2rq ˆ R2rq` // pRn¨
~1

n,0pR2rq ˆ R2rq` // pZn¨~1n pR2rq ˆ R2rq`

where X` denotes the 1-point compactification of X. This is homeomorphic to

pR4rq` //

��

pSymn¨~1`1i R2rq` //

��

pZn¨~1`1i
n pR2rqq`

��

pR2r ˆ R2rq` // pSymn¨~1pR2rq ˆ R2rq` // pZn¨~1n pR2rq ˆ R2rq`
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Because the first two vertical maps induce isomorphisms in cohomology, the Five Lemma
(applied to the map of long exact sequences in cohomology) shows that the right vertical map
induces a cohomology isomorphism as well. This establishes the base case of the induction.

Given these base cases, the main claim (6.4) of the proposition follows from the claim
that (6.5) is an isomorphism. Suppose we have proved the isomorphism (6.6) for all p~d1, kq.
Consider the map of cofiber sequences

R
~d`1i
n,1 pR2rq` //

��

pSym
~d`1ipR2rqq` //

��

pZ~d`1i
n pR2rqq`

��

pR
~d
n,1pR2rq ˆ R2rq` // pSym

~dpR2rq ˆ R2rq` // pZ~dn pR2rq ˆ R2rq`

and note that the center column is just the case of (6.6) for k “ 0. Our assumption on
(6.6) gives that the left-hand and central vertical maps induce isomorphisms on cohomology.
Applying the Five Lemma to the long exact sequence in cohomology gives that the right-hand
vertical map induces an isomorphism on cohomology, proving the isomorphism (6.5).

It remains to prove the formula for the compactly supported cohomology of R
~d
n,kpR2rq

and the isomorphism (6.6). We have already shown the base case. For the inductive step,
suppose now that we have shown the proposition for all p~d1, kq with ~d1 ă ~d. We will show,
by downward induction on k, that the proposition holds for p~d, kq for all k. To prove this,
we consider two cases.

Case 1: n - ~d ` 1i. This case means that ~d ` 1i ‰ n ¨ ~d1 for some ~d1. For the base case
of the downward induction on k, i.e. k “ t

mini di
n u, a similar observation to the above shows

that the map (6.6) induces an isomorphism on compactly supported cohomology.
Now suppose we have shown that (6.6) induces such an isomorphism for ~d ` 1i and

k` 1 ą 1. Observe that the “bringing in zeroes” maps fit together to give a continuous map
of cofiber sequences

R
~d`1i
n,k`1pR

2rq` //

��

R
~d`1i
n,k pR2rq` //

��

pZp
~d`1iq´kn
n pR2rq ˆ SymkpR2rqq`

��

pR
~d
n,k`1pR2rq ˆ R2rq` // pR

~d
n,kpR2rq ˆ R2rq` // pZ~d´knn pR2rq ˆ SymkpR2rq ˆ R2rq`

Our inductive hypotheses show that the left and right vertical maps induce isomorphisms
on cohomology. Applying the Five Lemma to the long exact sequences in cohomology gives
that the central map is an isomorphism in cohomology. This concludes the induction step,
and thus the proof, when n - ~d` 1i.

Case 2: ~d ` 1i “ an ¨~1 for a ą 1. In this case, the induction proceeds as above, once we
establish the cases k “ a and k “ a ´ 1. The claim about the cohomology of Ran¨

~1
n,a follows

from the isomorphism

Ran¨
~1

n,a – SymapR2rq.

For k “ a´ 1, the identification

Ran¨
~1

n,a´1 ´R
an¨~1
n,a – Zn¨~1n pR2rq ˆ Syma´1pR2rq – pSymn¨~1pR2rq ´ R2rq ˆ Syma´1pR2rq
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gives rise to the long exact sequence in compactly supported cohomology

¨ ¨ ¨ //Hp´2rpa´1q
c pSymn¨~1pR2rq´R2r;Qq //Hp

c pR
an¨~1
n,a´1pR2rq;Qq //Hp

c pSymapR2rq;Qq B // ¨ ¨ ¨

This implies that

Hp
c pR

an¨~1
n,a´1pR2rq;Qq –

$

’

’

&

’

’

%

0 p ă 2ra
0 2ra` 1 ă p ă 2rpmn` a´ 1q
Q p “ 2rpmn` a´ 1q
0 p ą 2rpmn` a´ 1q

This leaves the cases p “ 2ra and p “ 2ra` 1. For these, we have a long exact sequence

0 //H2ra
c pRan¨

~1
n,a´1pR2rq;Qq //H2ra

c pR2ra;Qq B //H2ra`1
c ppSymn¨~1pR2rq ´ R2rq ˆ Syma´1pR2rq;Qq
//H2ra`1

c pRan¨
~1

n,a´1pR2rq;Qq // 0.

It suffices to show that the boundary map is an isomorphism. To see this, consider the closed
embedding

R2r ˆ Syma´1pR2rq // Symn¨~1pR2rq ˆ Syma´1pR2rq

pz̄, Dq ÞÑ pn ¨ z̄, ¨ ¨ ¨ , n ¨ z̄, Dq

where we view R2r ˆ Syma´1pR2rq as the variety of pairs of effective 0-cycles pz̄, Dq on Cr

with degpz̄q “ 1 and degpDq “ a´ 1, and where we view Symn¨~1pR2rq ˆ Syma´1pR2rq as the
variety of pm` 1q-tuples of effective 0-cycles

pD1, ¨ ¨ ¨ , Dm, Dq

with degpDiq “ n and degpDq “ a´ 1. By inspection,

Symn¨~1pR2rq ˆ Syma´1pR2rq ´ R2r ˆ Syma´1pR2rq – Zn¨~1n pR2rq ˆ Syma´1pR2rq

and the assignments

pz̄, Dq ÞÑ pz̄ `Dq

pD1, ¨ ¨ ¨ , Dm, Dq ÞÑ pD1 ` nD, ¨ ¨ ¨ , Dm ` nDq

determine a map of cofiber sequences

pR2r ˆ Syma´1pR2rqq` //

��

pSymn¨~1pR2rq ˆ Syma´1pR2rqq` //

��

pZn¨~1n pR2rq ˆ Syma´1pR2rqq`

–

��

Ran¨
~1

n,a pR2rq` // Ran¨
~1

n,a´1pR2rq` // pZn¨~1n pR2rq ˆ Syma´1pR2rqq`

The left vertical map is an a-fold branched cover, so on the top degree of compactly sup-
ported cohomology, the map it induces is multiplication by a. In particular, this gives an
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isomorphism in rational cohomology, and by the Five Lemma applied to the map of long
exact sequences, we see that the cohomology of Ran¨

~1
n,a´1pR2rq is as claimed.

Finally, to see that (6.6) is an isomorphism for ~d`1i “ an ¨~1 and k “ a´1, we apply the
Five Lemma to the map of long exact sequences induced by the continuous map of cofiber
sequences

Ran¨
~1

n,a pR2rq` //

��

Ran¨
~1

n,a´1pR2rq` //

��

pZn¨~1n pR2rq ˆ R2rpa´1qq`

��

˚ // pRan¨
~1´1i

n,a´1 pR2rq ˆ R2rq` // pZn¨~1´1i
n pR2rq ˆ R2rpa´1q ˆ R2rq`

Using that the map (6.6) is now an isomorphism for ~d ` 1i “ an ¨ ~1 and k “ a ´ 1, the
downward induction on k now proceeds exactly as above, and this completes the proof of the
proposition.

7 Completing the proof of Theorem 3.1

In this section we complete the proof of Theorem 3.1. We will deduce the theorem in a
number of steps, using Theorem 4.9, Theorem 5.6, and Theorem 6.1. By transfer,

Ep,q2 pX, ~d, nq – pẼp,q2 pX,D, nq bQqSD

–

¨

˝

à

IPΠDn

HppXI ; εIpqq bQq

˛

‚

SD

(by Theorem 5.6)

–

¨

˝

à

IPΠDn

HppXI ; εIpqq bQqstabI

˛

‚

SD

Moreover,

HppXI ; εIpqqq
stabI – pHppXI ; εIpqq bQqSI1ˆ¨¨¨ˆSIk qstabI {pSI1ˆ¨¨¨ˆSIk q

and, because SI1 ˆ ¨ ¨ ¨ ˆ SIk acts trivially on XI ,

– pHppXI ; pεIpqq bQqSI1ˆ¨¨¨ˆSIk qqstabI {pSI1ˆ¨¨¨ˆSIk q.

Our first task after this reduction of the problem is to describe the coefficients pεIpqq b
QqSI1ˆ¨¨¨ˆSIk qq. Before stating the next lemma we need some terminology. Let dimRpXq “ N .
Let Qrjs denote the rank 1 graded vector space of bidegree p0, jq. Note here that the external
tensor product is bigraded.

Lemma 7.1 (Invariants of the coefficient sheaves εIpqq). Endow εIpqq with the bigrad-
ing p0, qq.
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1. Let dimRpXq “ 2r ` 1, r ą 0. There is an SD-equivariant isomorphism of bigraded
sheaves on XD :

pε0̂p0q bQq – Qr0s

where SD acts trivially on Qr0s. Further, for all I ‰ 0̂ P ΠD
n :

pεIpqq bQqSI1ˆSI2ˆ¨¨¨ – 0.

2. Let dimRpXq “ 2r, r ą 0.

(a) If I consists only of singletons and q{p2rpmn´ 1q ´ 1q blocks of size mn, then

stabI “ pp
ź̀

i“1

SIiq ¸ Sq{p2rpmn´1q´1qq ˆ

m
ź

i“1

SspI,iq (7.1)

where spI, iq denotes the number of singletons of color i, and there is a stabI {pSI1ˆ
SI2 ˆ ¨ ¨ ¨ q-equivariant isomorphism of bigraded sheaves on XI :

pεIpqq bQqSI1ˆSI2ˆ¨¨¨ – Qrqs

where stabI {pSI1ˆSI2ˆ¨ ¨ ¨ q – Sq{p2rpmn´1q´1qˆ
śm
i“1 SspI,iq acts on the sheaf Qrqs

via the alternating representation for Sq{p2rpmn´1q´1q and the trivial representation
for

śm
i“1 SspI,iq.

(b) For all other I:

pεIpqq bQqSI1ˆSI2ˆ¨¨¨ – 0.

Proof of Lemma 7.1. Let N “ dimRpXq. We first prove the lemma in the case where |I| “ 1,
i.e. I “ 1̂ is the terminal object in ΠD

n and stabI “ SD. Note that SD acts trivially on X1̂. By
the Goresky-MacPherson Formula (Theorem 5.4) and the definition of εKpqq, for all x P X1̂,
there is an SD-equivariant isomorphism

¨

˝

à

KPΠDn

εKpqq bQ

˛

‚

x

– Hqp rZDn pRnq;Qq.

Recall the following three facts :

1. By Theorem 6.1, for r ą 0 we have :

HqpZ~dn pR2rq;Qq –

$

&

%

Q q “ 2rpmn´ 1q ´ 1
Q q “ 0
0 else

(7.2)

and

HqpZ~dn pR2r`1q;Qq –
"

Q q “ 0
0 else

(7.3)
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2. Transfer and the Goresky-MacPherson formula (Theorem 5.4) gives, for each q ě 0 and
all N ě 2:

HqpZ~dn pRN q;Qq – Hqp rZDn pRN q;QqSD

–

¨

˝

à

IPΠDn

H̃cdpI,RN q´q´2p∆pΠ
D
n pď Iqq;Qq b coorppRNI q

˛

‚

SD

3. Theorem 4.9 gives that ΠD
n satisfies the hypothesis of Lemma 4.8. This lemma then

gives that dim H̃cdp1̂,RN q´q´2p∆pΠ
D
n q;Qq is given by the number of falling chains of ΠD

n

of length cdp1̂,RN q ´ q.

Recall that ε1̂pqq bQ is the constant sheaf H̃cdp1̂,RN q´q´2p∆pΠ
D
n q;Qq b coorpX1̂q on X1̂.

First suppose that N “ 2r ` 1, r ą 0. Then SD acts on the sheaves coorpXIq by the
sign representation for all I ‰ 0̂. The three facts above combine to show that the SD-
invariants pε1̂pqq b QqSD vanish unless q “ 0, and there exist falling chains C in ΠD

n with
`pCq “ cdp1̂,R2r`1q. Since cdp1̂,R2r`1q “ p2r ` 1qp|D| ´ |1̂|q “ p2r ` 1qp|D| ´ 1q, these
conditions are equivalent to:

`pCq “ p2r ` 1qp|D| ´ 1q. (7.4)

Now suppose N “ 2r, r ą 0. Then SD acts on the sheaf coorpXIq by the trivial repre-
sentation, and the orientation of X induces an SD-equivariant trivialization coorpXIq – Z
for all I. The three facts above combine to show that the SD-invariants pε1̂pqq b QqSD
vanish unless q “ 2rpmn ´ 1q ´ 1 or q “ 0, and there exist falling chains C in ΠD

n with
`pCq “ cdp1̂,RN q ´ p2rpmn´ 1q ´ 1q or `pCq “ cdp1̂,RN q. Since cdp1̂,RN q “ 2rp|D| ´ |1̂|q “
2rp|D| ´ 1q, these conditions are equivalent to:

`pCq “ 2rp|D| ´mnq ` 1, (7.5)

resp. `pCq “ 2rp|D| ´ 1q. (7.6)

We now claim that, for any N ě 2, unless |Dpiq| “ n for i “ 1, . . . ,m, respectively |D| “ 1,
there does not exist any falling chain C satisfying (7.5), respectively (7.4) or (7.6). Note
that we are still assuming |I| “ 1 here. To see the claim, note that if |Dpiq| ě n for all i,
the longest falling chain C 1 must consist of one creation of a non-singleton block, followed
by singleton mergers. Since there are |D| ´mn singletons left after the first move, it follows
that

`pC 1q “ |D| ´mn` 1.

In particular `pC 1q ď Np|D| ´mnq ` 1, with equality as in (7.5) only when |D| ´mn “ 0.
Further, (7.4) and (7.6) never occur. When |Dpiq| “ n for all i, there is one falling chain of
length 1, and we see that SD must act trivially on it when N “ 2r since, from Fact 1 above,
there is an invariant.

Similarly, if |Dpiq| ă n for some i, then there are no nontrivial colored n-equals partitions,
i.e

ΠD
n “ t0u.
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Thus the unique falling chain has length 0, which is only equal to Np|D| ´ 1q when |D| “ 1.
When |D| “ 1, 1̂ “ 0̂. Therefore coorpX0̂q :“ HcpX

D;Zq bHcpX
D;Zq_ “ Z with the trivial

SD-action regardless of the dimension of X. Of course SD also acts trivially on the unique
falling chain. This proves the lemma in the case |I| “ 1.

In the case |I| ą 1, suppose I has non-singleton blocks I1, . . . , Ik and singleton blocks
Ik`1, . . . , I`. The projection of εIpqqbQ onto the pSI1 ˆSI2 ˆ¨ ¨ ¨ q-invariants can be factored
as follows: compose the projections πj onto the invariants for the group which fixes Ij setwise
and DzIj pointwise, for j “ 1, . . . , k.

By Proposition 4.13, any class in H˚p∆pΠD
n pď Iqq;Zq b coorpXIq is a product of classes

coming from the partitions with only one non-singleton block Ij for j “ 1, . . . , k. The
argument above shows that the projection πj is 0 unless N is even and |Ij XDpiq| “ n for
i “ 1, . . . ,m. In the case that N “ 2r is even, if all Ij for j “ 1, . . . , k have |Ij XDpiq| “ n
for i “ 1, . . . ,m, we have a single dimension of pSI1 ˆSI2 ˆ¨ ¨ ¨ q–invariants for any q divisible
by 2rpmn ´ 1q ´ 1 and no invariants for any other q. This gives the Statement 1 and the
first part of Statement 2 of the lemma.

For the second part of Statement 2, the group acting here is non-canonically isomorphic
to

ppSˆmn q o Sq{p2rpmn´1q´1qq ˆ

m
ź

i“1

SspI,iq.

Under the isomorphism of Proposition 4.13, the isomorphism of Lemma 7.1 takes the
form

pεIpqq bQqSI1ˆ¨¨¨ˆSI` –
ò̀

j“1

QxIjy (7.7)

where QxIjy denotes, for |Ij | “ mn, the constant sheaf on XIj with stalk the rank 1 graded

vector space of bidegree p0, 2rpmn´ 1q ´ 1q corresponding to the unique falling chain in Π
Ij
n

of length 1, and where QxIjy denotes, for |Ij | “ 1, the constant sheaf on XIj with stalk the
rank 1 graded vector space of bidegree (0,0). Passing to the quotient stabI {pSI1 ˆ ¨ ¨ ¨SI`q –
Sq{p2rpmn´1q´1q ˆ

śm
i“1 SspI,iq, we see that the Sq{p2rpmn´1q´1q acts on the right-hand side of

(7.7) according to the Künneth isomorphism and the graded rule of signs, i.e. by permuting
classes of odd total degree past each other via the sign representation, while SspI,iq acts by
permuting classes of total degree 0 past each other, i.e. via the trivial representation.

Back to the proof of Theorem 3.1. First note that Theorem 5.6 gives

p rEp,q2 pX,D, nq bQqSD –

¨

˝

à

IPΠDn

HppXI ; εIpqq bQq

˛

‚

SD

–

¨

˝

à

IPΠDn

HppXI ; εIpqq bQqSI1ˆSI2ˆ¨¨¨
˛

‚

SD

where the second isomorphism follows from basic linear algebra. Since SI1 ˆ SI2 ˆ ¨ ¨ ¨ acts
trivially on XI , Lemma 7.1 gives that:
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• If dimRpXq “ 2r ` 1, r ą 0 then pεIpqq b QqSI1ˆSI2ˆ¨¨¨ “ 0 unless I consists only of
singletons and q “ 0; and

• if dimRpXq “ 2r, r ą 0 then pεIpqq b QqSI1ˆSI2ˆ¨¨¨ “ 0 unless I consists only of
singletons and q{p2rpmn´ 1q ´ 1q blocks of size mn.

We conclude that if dimRpXq “ 2r ` 1, r ą 0 then

p rEp,q2 pX,D, nq bQqSD –
"

HppXD;QqSD q “ 0
0 q ą 0

This proves the first statement of the theorem.
For the second statement, if dimRpXq “ 2r, r ą 0 then the above gives that

p rEp,q2 pX,D, nq bQqSD –

¨

˚

˚

˚

˚

˚

˝

à

IPΠDn
I“singletons and blocks of size mn

with q{p2rpmn´ 1q ´ 1q blocks of size mn

HppXI ; εIpqq bQq

˛

‹

‹

‹

‹

‹

‚

SD

. (7.8)

We are now in a position to prove the second statement of Theorem 3.1. Let J P ΠD
n

be a partition composed of singletons and q{p2rpmn ´ 1q ´ 1q blocks of size mn. Then the
SD-representation

à

IPΠDn
I singletons and blocks of size mn

with q{p2rpmn´ 1q ´ 1q blocks of size mn

HppXI ; εIpqq bQq

is the induction from stabJ up to SD of

HppXJ ; εJpqq bQq.

Thus, by Frobenius reciprocity,

¨

˚

˚

˚

˚

˚

˝

à

IPΠDn
I“singletons and blocks of size mn

with q{p2rpmn´ 1q ´ 1q blocks

HppXI ; εIpqq bQq

˛

‹

‹

‹

‹

‹

‚

SD

“ HppXJ ; εJpqq bQqstabJ .

We have

HppXJ ; εJpqq bQqstabJ “
`

HppXJ ; εJpqq bQqSJ1ˆSJ2ˆ¨¨¨
˘stabJ {pSJ1ˆSJ2ˆ¨¨¨ q .

Note that, SJ1 ˆ SJ2 ˆ ¨ ¨ ¨ acts trivially on XJ . By Lemma 7.1, we have that pεJpqq b
QqSJ1ˆSJ2ˆ¨¨¨ – Qrqs where Qrqs denotes the constant rank 1 graded sheaf on XJ in bidegree
p0, qq. By Lemma 7.1, stabJ {pSJ1 ˆ SJ2 ˆ ¨ ¨ ¨ q acts on Qrqs by the sign representation
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for permutations of nonsingleton blocks and the trivial representation for permutations of
singletons.

Let J have k blocks of size mn and spJ, iq singletons of color i. Note that k ď |Dpiq|{n for
all i “ 1, . . . ,m. Then XJ – Xk ˆ

śm
i“1X

spJ,iq and, by the definition of εJpqq and Lemma
7.1, HppXJ ; εJpqq bQSJ1ˆ¨¨¨q is the degree pp, qq part of

H˚pX;Qr2rpmn´ 1q ´ 1sqbk b
m
â

i“1

H˚pX;Qr0sqbspJ,iq,

where the cohomological degree contributes only to the p degree, and where stabJ {pSJ1 ˆ
SJ2 ˆ ¨ ¨ ¨ q » Sk ˆ S`1 ˆ S`2 ˆ ¨ ¨ ¨ acts in the usual (graded) way from the Künneth formula.
Thus HppXJ ; εJpqq bQqstabJ is the degree pp, qq part of

Symk
grH

˚pX;Qr2rpmn´ 1q ´ 1sq b
m
â

i“1

SymspJ,iq
gr H˚pX;Qr0sq

as claimed.
When X is a smooth complex variety, Theorem 5.6 applied to Equation (7.8) gives the

weights as claimed in the third statement of the theorem.
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