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Exercise 1.
a. Show that every infinite binary tree has an infinite path.

b. Show that there is a computable infinite binary tree with no computable
path.

c. Let T be a computable infinite binary tree. Show that if we could compute
the Halting Problem, then we could compute an infinite path on 7.

d. Show that there is a computable tree T' such that, if we could compute an
infinite path on 7T, then we could compute a completion of ZFC.

Solution (1.a): Since T is infinite, then either it contains infinitely many bi-
nary strings starting with a 0, or it contains infinitely many binary strings
starting with a 1. If the former occurs, set ag = 0, otherwise set ap = 1.

Then, iteratively repeat this procedure. (In the following, denote string
concatenation by juxtaposition.) If we have constructed o = «p . .. a, such that
infinitely many elements of T' are extensions of o (and so in particular o € T'),
it must be the case they either infinitely many elements of T extend ¢0, in
which case we set au,41 = 0, or infinitely many extend o1, in which case we set
Opt1 = 1.

The resulting infinite sequence « is a path on T'. |

Solution (1.b): Define a total computable function f acting on a binary string
o by the following algorithm:

function f(o0):
for i=0,...,length(c)
run ®;(i) for length(oc) steps.
if it halted:

if g; = (I%(’L)
output O and halt.
endif
endif
endfor
output 1.

endfunction

We observe that f is indeed total computable, because the algorithm always
computes f(o) in at most (roughly) length(c)? steps. Define T to be the set
whose characteristic function is f, which makes T obviously computable. We
need to verify three things: that T is a tree, that T is infinite, and that no path
on T is computable.



To verify that T is a tree means: if f(o) = 1, and if 7 is a prefix of o, then
f(r) = 1. This is true, because the computation for f(7) will have i ranging
over an even smaller subset, and for each value of ¢ we run the computation
of ®;(i) for even less time, so the algorithm has ‘strictly less opportunity’ to
output 0.

To verify that T is infinite, we explicitly define an infinite path. Define
ap, by: If ®,(i) = 0, set a, = 1, otherwise set «,, = 0. By construction,
flag...an) =1 for every n, so « is indeed a path.

Finally, we verify that no such path is computable. Indeed, every computable
path o is equal to ®; for some natural number j. Let N > j be some amount
of steps which suffices to execute ®;(j). We claim that the initial sequence
o=0wq...ay is not in T

Indeed, if we execute f(o), when the loop reaches i = j, by definition of
N = length(o) the instruction ®;(j) will finish executing in time, and its output
will be precisely o, hence the algorithm will output that no, o is not in 7. Thus,
no computable path « exists in T'. |

Solution (1.c): First we show that, with access to an oracle for the Halting
Problem, we can tell whether a subtree of a computable tree is finite or infinite.

Let T be a computable tree, say x is its characteristic function, and o €
T a node. An essential observation is that the following two statements are
equivalent:

e There are infinitely many strings in T extending o,
e There are strings of arbitrarily large length in T extending o. |

(Sketch: The first implies the second because for every finite N there are
finitely many strings of length < N. The second implies the first because for
any finite collection of strings there is a common bound to their length.)

Therefore, the following algorithm will loop infinitely if there are infinitely
many nodes below o, and halt in finite time otherwise:

function g(o):
for n =length(o),length(c) +1,...:
for 7 in 0,1-strings of length n:
if 7 extends o and x(7)=1:
goto [nextiteration]
endif
endfor
halt execution and return O
[nextiteration]
endfor
endfunction

We can apply the s-m-n Theorem (we may need to add a dummy second
argument to g) to obtain a computable function s such that ¢, (s(o)) = g(o),



and so s(o) is in the Halting Problem iff there are infinitely many nodes below
cinT.

Thus, the following algorithm, which makes use of an oracle for the Halting
Problem (which we call hp), will print out an infinite binary sequence of zeros
and ones, which is itself an infinite path on 7. This is achieved by encoding as
an algorithm the proof of 1.a, and so the same argument therein proves that the
output is an infinite path in 7. In the sequence, we use juxtaposition to mean
string concatenation, so e.g. o1 means ‘the binary string o, plus a 1 at the end’.

begin procedure X:
0 < (empty string)
while True:
if hp(s(o0)): //finitely many nodes on the left
o<+ ol
print (1)
else:
o<+ o0
print (0)
endif
endwhile
end procedure.

We can turn this into a bona fide path « (i.e. a function N — {0,1}) by the
following method:

function a(n):
run procedure X until n characters have been printed.
(this will happen after n iterations of the loop)
output this character.

endfunction

Solution (1.d): We construct a tree using an algorithm that is very similar to
the solution of 1.b.

We take for granted, by the Curch-Turing thesis, that we have an effective
enumeration of all formulas in the language of set theory, say sg, s1, etc. and
likewise an effective enumeration of all finite sequences of such formulas, say po,
p1, ete.

Let o be a finite binary string. We identify it with the extension of ZFC
obtained by adding to it the axioms: s; for i < length(o) with o; = 1, and —s;
for i < length(o) with o; = 0. By abuse of notation, let us call this extension
ZFC +o.

By the Church-Turing thesis, there is a computable function c¢(i,0) which
checks whether p; is a proof of ZFC + o + 3, (x # z).

That said, define:

function f(o):
compute ¢(0, o), ..., c(length(o), o)



if a contradiction is found:
output O
else:
output 1
endif
endfunction

It is clear that f is total and is the characteristic function of some set of
binary strings 7. We show that T is a tree (which is evidently computable),
and that paths in T are in correspondence with completions of ZFC.

To show that T is a tree: Suppose that f(c) = 1, and that 7 is a prefix of
o such that f(7) = 0. Then, there is some i < length(7) such that c(i,7) = 1.
However, by definition of ¢ we easily obtain that c(i,o) = 1. But since i <
length(7) < length(o), this contradicts the assumption that f(o) = 1.

Now, let o be an infinite binary string. To it, we may correspond an exten-
sion of ZFC, let us call it ZFC+q, defined by | J,, ZFC+ (. .. o,). Evidently,
ZFC + « is always complete, and every complete consistent extension is of this
form, so the question is for which « is ZFC + « consistent.

First, suppose that ZFC + « is consistent. Then, for every finite initial
segment o of @ we have ZFC + ¢ is consistent, and by definition of f it is
evident that f(o) = 1. Thus, « is a path on T.

Finally, suppose that ZFC + « is inconsistent. Then, by compactness there
is a proof p, of a contradiction that uses a finite fragment of ZFC + «, say
ZFC + g ...qy,. Let N = max(n,m). Then, by definition of f it is easy to
verify that f(ag...a;,) =0, and consequently « is not a path on 7.

In conclusion, we have built a computable tree T" whose paths are in one-
to-one effective correspondence with completions of ZFC, and so given such a
path we could construct a completion of ZFC. |

Exercise 2. Show that there are computably inseparable c.e. sets A and B.

Solution: Following the hint, set

A={neN|on(n) =0},

B={neN|oun) >0} o

Both A and B are evidently c.e., as A (resp. B) is the domain of the
following computable function: Given n € N, compute ¢, (n), and if it is zero
(resp. nonzero), return 0, otherwise loop forever.

Now, suppose for the sake of contradiction that there is a computable set
C which separates A and B as in the problem statement. Let ¢. be the char-
acteristic function of C. Note that ¢, is a total function, and hence ¢.(c) is
well-defined.

If ¢.(c) =0, then ¢ € A but ¢ € C, which contradicts the assumption that
ACC.

If ¢.(c) = 1, then ¢ € B but ¢ € C, which contradicts the assumption that
CnNB=1.



In either case we have a contradiction, and thus C may not exist. Hence, A
and B are computably inseparable. |

Exercise 3. Let A and B be c.e. sets. For each of the following sets, must the
set be c.e.”: AUB, ANB, A\ B.

Solution: Since A and B are c.e., each of them is the domain of some partial
computable function, say resp. ¢, and ¢y.

e (AU B is c.e.) Consider the following algorithm: Given z, execute the
Turing Machines for ¢,(x) and ¢p(z) in parallel. If either of them ever
halts, halt execution and output 0.

The resulting partial computable function will evidently have domain AU
B.

e (AN B is c.e.) Consider the following algorithm: Given x, compute ¢, (),
and once the execution is done, output ¢,(x).

The resulting partial computable function will evidently have domain AN
B.

e (A\ B may not be c.e.) Consider A = N and let B be the Halting Problem.
Both are known to be c.e., but B is known not to be computable. We know
from class that if both B and its complement are c.e. then B is computable,
and so we obtain that N\ B = A\ B is not c.e. in this scenario. |



