Abstract. We survey some conjectures and recent developments in the Langlands program, especially on the conjectures linking motives and Galois representations with automorphic forms and \( L \)-functions. We then give an idiosyncratic discussion of various recent modifications of the Taylor–Wiles method due in part to the author in collaboration with David Geraghty, and then give some applications. The final goal is to give some hints about ideas in recent joint work with George Boxer, Toby Gee, and Vincent Pilloni. This is an expanded version of the author’s talk in the 2018 Current Developments in Mathematics conference. It will be presented in three parts: exposition, development, and capitulation.
1. **Part I: Introduction**

1.1. **While you sit here (as I give the talk).** Ben Green once explained to me his philosophy about mathematics, which, to paraphrase in a way that the source may possibly disavow, was that he only wanted to prove theorems which he could explain (the statement) to an undergraduate. So let me start with such a problem. Fix a polynomial \( f(x) \) of degree \( d \) with integer coefficients. Let us assume also that the discriminant \( \Delta \) of \( f(x) \) is non-zero, which is equivalent to requiring that \( f(x) \) has no repeated roots.

For a prime \( p \), let

\[
\left( \frac{a}{p} \right) = \begin{cases} 
0, & a \equiv 0 \mod p, \\
1, & a \equiv n^2 \mod p \text{ for some } n \not\equiv 0 \mod p, \\
-1, & \text{otherwise.}
\end{cases}
\]

This is the quadratic residue symbol. Now consider the following sum as \( p \) varies over primes not dividing \( \Delta \):

\[
b_p := \sum_{n=0}^{p-1} \left( \frac{f(n)}{p} \right) \in \mathbb{Z}.
\]

One might guess that the values \( f(n) \) — when they are non-zero — will be squares half the time and non-squares half the time. It follows that one expects \( b_p \) to be small, at least in comparison to \( p \). This (and much more) is true, but it is not our concern here. If \( f(x) \) is linear, then \( b_p \) is exactly zero. If \( f(x) \) is quadratic, then \( b_p \) is always equal to \( \pm 1 \), in a way that depends precisely on whether the leading coefficient of \( f(x) \) is a square or not. In particular, if

\[
a_p = b_p + \begin{cases} 
\left( \frac{x^d \text{ coefficient of } f(x)}{p} \right), & d \text{ even,} \\
0, & d \text{ odd,}
\end{cases}
\]

then \( a_p = 0 \) whenever \( d = 1 \) or \( d = 2 \). On the other hand, we have the following:
Theorem 1.1.1. Let \( f(x) \) be any polynomial of degree \( d \) with non-zero discriminant. Suppose that \( d = 3, 4, 5, \) or 6. Then \( a_p > 0 \) for infinitely many \( p \), and \( a_p < 0 \) for infinitely many \( p \).

We say more about this theorem in §1.13 but while you are still reading, let me make a few remarks. It is relatively easy to show that, for any \( f(x) \) of degree at least 3, then at least one of the two desired statements always holds. The actual theorems which have been proved in this case are significantly stronger, but already the theorem in the form presented above (for \( d = 5 \) and 6) was completely open before this year, even (say) for \( f(x) = x^5 + x + 1 \). One certainly expects this result to hold for all \( d \geq 3 \), but the general case seems totally hopeless — including the general case for \( d = 7 \). Even worse, it seems equally hopeless to show that there are any explicit squarefree polynomials at all with \( a_p > 0 \) for infinitely many \( p \) and of sufficiently large degree. However, we offer the following exercise for the duration of this talk:

Exercise 1.1.2. Find a single polynomial \( f(x) \) of degree \( d = 3 \) for which you can prove Theorem 1.1.1 in an elementary way as possible. Extra points if you avoid invoking any theorems less than 100 years old.

Kevin Buzzard points out the following: if \( f(x) \) is any polynomial, then the theorem holds for \( g(x) = Df(x) \) for all but at most one squarefree integer \( D \). The point is that

\[
a_p(D) := a_p(g(x)) = \left( \frac{D}{p} \right) a_p(f(x)),
\]

and so half the signs for \( a_p(D) \) will be different from \( a_p(D') \) whenever \( D/D' \) is not a square.
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1.3. Introduction. Let \( X \) be an algebraic variety cut out by a system of polynomial equations with rational coefficients. Let us suppose (mostly for convenience of exposition) that \( X \) is smooth and proper. (This assumption will be in effect throughout, except when it is not convenient.) The complex points \( X(\mathbb{C}) \) of \( X \) cut out a smooth compact orientable manifold of dimension \( 2 \dim(X) \). It seems to be a fact of nature that the geometry of \( X(\mathbb{C}) \) (thought of in any number of ways: topologically, geometrically, algebraically) is deeply linked to the arithmetic of \( X \). Possibly the ur-example
of this relationship is the Mordell conjecture proved by Faltings [Fal83]: if \( X(\mathbb{C}) \) is a surface of genus at least two, then \( X(F) \) is finite for any number field \( F \subset \mathbb{Q} \). One may conversely ask how the arithmetic of \( X \) relates to the geometry of \( X \). For example, the variety \( X \) is cut out by a finite number of equations with coefficients in \( \mathbb{Q} \). One may clear the denominators so that the coefficients of these equations lie in \( \mathbb{Z} \). It is an elementary fact that, for all but finitely many primes \( l \), the mod-\( l \) reduction of these equations defines a smooth variety \( X_{\mathbb{F}_l} \) over \( \mathbb{F}_l \). For every such prime \( l \), one can count the number \( N_l := \#X(\mathbb{F}_l) \) of points of \( X \) which are defined over \( \mathbb{F}_l \). (This passage from \( \mathbb{Q} \) to \( \mathbb{Z}[1/S] \) goes under the fancy name “spreading out.”) For example, if \( X = \mathbb{P}^1_{\mathbb{Q}} \), then

\[ N_l = l + 1 \]

for every prime \( l \). Then one can ask: how close do the numbers \( \#X(\mathbb{F}_l) \) come to determining \( X \)? Furthermore, to the extent that the latter question has a positive answer, one can further ask: what do the numbers \( N_l \) tell us about the arithmetic and geometry of \( X \)? Some of these questions lead directly to central conjectures in the Langlands program and beyond. However, we prefer to take not one but two steps back, and begin in a context broader than the Langlands program.

1.4. Cycle Maps. Suppose we forget (for a moment) the fact that \( X \) is defined over \( \mathbb{Q} \), and consider it merely as a smooth algebraic variety over \( \mathbb{C} \). It is a maxim that there are only two things one can do in mathematics: combinatorics and linear algebra. In particular, geometry is hard. But there is a universal way to linearize geometry, namely, to consider cohomology. So it is very natural to study the cohomology groups \( H^\ast(X(\mathbb{C}), \mathbb{Z}) \) and ask how the information in these groups translates into information about \( X \). Our smoothness and properness assumptions guarantee that \( X(\mathbb{C}) \) is a compact orientable manifold. In topology, one usually thinks of homology classes of a manifold as being represented (possibly virtually) by sub-manifolds (possibly immersed). For algebraic varieties, there is a corresponding notion of an algebraic cycle which we discuss below. The first observation is that one can’t possibly hope to represent all homology or cohomology classes as coming from algebraic subvarieties of \( X \), because these subvarieties will be complex manifolds and so have even dimension. On the other hand, it is certainly possible for \( X(\mathbb{C}) \) to have cohomology in odd degrees. (If \( X \) is a curve of genus \( g \), then \( H^1(X(\mathbb{C}), \mathbb{Z}) = \mathbb{Z}^{2g} \), where \( g \) is the genus of \( X \).) One might still ask which cohomology classes of \( X(\mathbb{C}) \) arise in this way. Being a little more precise, one can define an algebraic version of this as follows. Let \( Z_i(X) \) denote the free abelian group generated by \( i \)-dimensional subvarieties (\( i \)-cycles) on \( X \). One notion of equivalence between cycles (rational equivalence) is to mod out by the divisors of rational functions on \( i + 1 \)-dimensional subvarieties, and the corresponding quotient is the Chow group \( \text{CH}_i(X) \). For example, if \( i = \dim(X) - 1 \), then \( \text{CH}_{n-1}(X) \) is the divisor class group of \( X \). If \( X \subset \mathbb{P}^N \) is projective, then there is a class in \( \text{CH}_{n-1}(X) \) given by the class
of a hyperplane (note that all hyperplanes are equivalent, by considering the
restriction to $X$ of the rational function given by the ratio of the linear forms
vanishing on each hyperplane.) Assuming that $X$ is smooth of dimension $d$,
one may define $\text{CH}^i(X)$ to be the Chow group on codimension $i$ cycles, which
is just $\text{CH}_{d-i}(X)$. In particular, for a smooth projective variety $X$, the
hyperplane class gives an element of $\text{CH}^1(X)$. The groups $\text{CH}^*(X)$ turn out to
form a commutative (graded) ring, with the product of two classes (roughly)
corresponding to taking the class of their intersection (this is literally correct
if the classes are transverse). There now turns out to be a desired cycle map

$$\text{CH}^i(X) \to H^{2i}(X, \mathbb{Z}) \to H^{2i}(X, \mathbb{Q}).$$

As mentioned above, there is no hope that cycles will be able to capture
all the cohomology of $X$. But there are further obstructions on a cohomology
class to turn up in the image of the cycle class map. Recall first of
all that de Rham cohomology gives an identification between $H^{2i}(X(\mathbb{C}), \mathbb{C})$
and $H^{2i}_{\text{dR}}(X(\mathbb{C}), \mathbb{C})$. Because $X(\mathbb{C})$ is a compact Riemannian manifold, all
cohomology classes have harmonic representatives. However, the complex
structure gives a further refinement of these forms. Let us examine this more
closely in the case of a genus one curve. If $X$ has genus one, then the complex
points $X(\mathbb{C})$ may be identified (as a complex manifold) with a torus $\mathbb{C}/\Lambda$.
The one forms in $H^1_{\text{dR}}(X(\mathbb{C}), \mathbb{C})$ have a particularly nice description: they
are spanned by the differentials $dx$ and $dy$. On the other hand, the complex
structure of $X(\mathbb{C})$ singles out a canonical line inside this space spanned by
the holomorphic differential

$$dz = dx + idy.$$ 

Moreover, there is also a canonical complement to this line, given by the
span of the anti-holomorphic differential $d\bar{z} = dx - idy$. This decomposition
is something which applies very generally to all de Rham cohomology groups
of complex manifolds. Namely, there is a Hodge decomposition

$$H^n_{\text{dR}}(X(\mathbb{C}), \mathbb{C}) = \bigoplus_{p+q=n} H^{p,q}(X(\mathbb{C}), \mathbb{C}),$$

where $H^{p,q}$ is the subspace of $n$ forms which, locally at any point, consists
of harmonic $n$ forms which may be written as a harmonic function times a
differential of the form

$$dz_1 \wedge \ldots \wedge dz_p \wedge d\bar{z}_{p+1} \wedge \ldots \wedge d\bar{z}_{p+q}.$$ 

It is elementary to show that the image of the Chern class map from $\text{CH}^i(X)$
always lands inside $H^{i,i}$. The **Hodge Conjecture** is, as a first approxima-
tion, a converse to this statement.

**Conjecture 1.4.1 (Hodge Conjecture).** *Every class in $H^{2i}(X(\mathbb{C}), \mathbb{Q}) \cap H^{i,i}(X(\mathbb{C}), \mathbb{C})$ is a (rational) linear combination of elements in the image of the cycle class map.*
Note that we consider $\mathbb{Q}$ rather than $\mathbb{Z}$ coefficients and allow rational linear combinations of cycles. What is essential in the formulation of this conjecture is that we restrict to coefficients in $\mathbb{Q}$. Namely, the intersection $H^{2i}(X(\mathbb{C}), \mathbb{C}) \cap H^{i,i}(X(\mathbb{C}), \mathbb{C})$ is obviously $H^{i,i}(X(\mathbb{C}), \mathbb{C})$, but it is often the case that this group is non-trivial but $H^{2i}(X(\mathbb{C}), \mathbb{Q}) \cap H^{i,i}(X(\mathbb{C}), \mathbb{C})$ is trivial, or at least of dimension smaller than $\dim H^{i,i}$.

One extreme example of the Hodge conjecture is when all the cohomology is of type $H^{i,i}$. In this case, the Hodge conjecture predicts that all the cohomology of $X$ is explained by algebraic cycles. One example of such a variety is projective space, but there are plenty more:

**Example 1.4.2 (Spherical Varieties).** Let $X$ be a projective variety with an action of a connected reductive group $G$, and suppose that $X$ contains a dense orbit for some Borel $B \subset G$. Then $H^{p,q} = 0$ unless $p = q$.

This includes a wide variety of interesting varieties, for example, Grassmannians, general flag varieties, and projective toric varieties. In these cases, there are often very natural sources of algebraic cycles, indeed, usually enough to show the Hodge Conjecture is true. The study of these varieties is often very well understood in terms of geometric combinatorics by exploiting the explicit nature of these geometric cycles. These varieties are less obviously interesting from an “arithmetic” perspective; for example, as we shall see below, the point counts $N_p$ of these varieties $X$ essentially contain little information beyond the dimension of the cohomology groups $H^*(X(\mathbb{C}), \mathbb{C})$.

### 1.5. Varieties over number fields.

Let us now remember that our smooth projective variety $X$ is defined over a number field (which we assume is $\mathbb{Q}$). A natural question is how to exploit this fact. The first remark is that the absolute Galois group $\text{Gal}(\overline{\mathbb{Q}}/\mathbb{Q})$ of $\mathbb{Q}$ acts on $X$ thought of as a variety over $\overline{\mathbb{Q}}$. Since we are still interested in considering linear data associated to $X$, it is natural to consider how this action interacts with the cohomology groups $H^*(X(\mathbb{C}), \mathbb{Z})$. One problem is that the $\text{Gal}(\overline{\mathbb{Q}}/\mathbb{Q})$ action does not extend into any natural way from $X/\mathbb{Q}$ to $X(\mathbb{C})$, so there is no obvious action on cohomology via transport of structure. The group $H^0(X(\mathbb{C}), \mathbb{Z})$ is a free abelian group on the connected components of $X(\mathbb{C})$. It is an exercise to show that the components of $X(\mathbb{C})$ actually coincide with the irreducible algebraic components of $X/\overline{\mathbb{Q}}$. But these components are certainly all defined over some finite extension of $\mathbb{Q}$, and are permuted by the Galois action. So there is always an honest Galois action on $H^0(X(\mathbb{C}), \mathbb{Z})$. This construction does not work for higher cohomology. There is, however, a suitable replacement, given by the étale cohomology groups $H^*_\text{ét}(X/\overline{\mathbb{Q}}, \mathbb{Q}_p)$. Let us give a very rough hint of how to construct such groups in the case of $H^1$. The first step is to give a definition of cohomology which has a suitably algebraic flavour (since, as we have previously seen, representing classes by algebraic subvarieties cannot possibly work). One nice description of $H^1$ is in terms of abelian covering spaces $Y \to X$. Here the notion of a covering space has a
clean analogue, at least for maps of finite degree (étale morphisms). One can then hope to prove that any finite topological covering map can be realized geometrically over a finite extension of \( \mathbb{Q} \), and hence give rise to a well defined group \( H^1_{\text{ét}}(X/\overline{\mathbb{Q}}, \mathbb{Z}/n\mathbb{Z}) \). The corresponding cover \( Y \) (together with the group of deck transformations) then has a natural action of \( \text{Gal}(\overline{\mathbb{Q}}/\mathbb{Q}) \), which translates into an action of this group on \( H^1_{\text{ét}}(X/\overline{\mathbb{Q}}, \mathbb{Z}/n\mathbb{Z}) \). One now defines

\[
H^1_{\text{ét}}(X/\overline{\mathbb{Q}}, \mathbb{Q}_p) := \text{proj lim } H^1_{\text{ét}}(X/\overline{\mathbb{Q}}, \mathbb{Z}/l^m\mathbb{Z}) \otimes \mathbb{Q}_p.
\]

The groups \( H^i_{\text{ét}}(X/\overline{\mathbb{Q}}, \mathbb{Q}_p) \) have the following felicitous properties, which includes the consequences of the Weil Conjectures as proved by Deligne [Del74]

1. There are natural continuous actions of \( \text{Gal}(\overline{\mathbb{Q}}/\mathbb{Q}) \) on \( H^i_{\text{ét}}(X/\overline{\mathbb{Q}}, \mathbb{Q}_p) \).
2. There are isomorphisms of vector spaces \( H^i_{\text{ét}}(X/\overline{\mathbb{Q}}, \mathbb{Q}_p) \cong H^*(X(\mathbb{C}), \mathbb{Q}_p) \).
3. If \( l \neq p \) is a prime of good reduction for \( X \), then, choosing an embedding of \( \overline{\mathbb{Q}} \) into \( \mathbb{Q}_l \), there is a natural action of \( \text{Gal}(\mathbb{Q}_l/\mathbb{Q}_l) \) on \( H^i_{\text{ét}}(X/\mathbb{Q}_l, \mathbb{Q}_p) \), and this action factors through the unramified quotient group of the finite field \( \text{Gal}(\mathbb{F}_l/\mathbb{F}_l) = \hat{\mathbb{Z}} \) which is canonically topologically generated by the Frobenius element \( \text{Frob}_l \).
4. The fixed points of \( \text{Frob}_l \) on \( X/\mathbb{F}_l \) are precisely the points \( X(\mathbb{F}_q) \) where \( q = l^m \). The number of fixed points of \( \text{Frob}_q \) is given by the formula

\[
2 \dim(X) \sum_{i=0}^{2 \dim(X)} (-1)^i \text{Tr} \left( \text{Frob}_q \mid H^i_{\text{ét}}(X/\overline{\mathbb{Q}}, \mathbb{Q}_p) \right).
\]

5. There is a Poincaré duality perfect pairing

\[
H^i_{\text{ét}}(X/\overline{\mathbb{Q}}, \mathbb{Q}_p) \times H^{2d-i}_{\text{ét}}(X/\overline{\mathbb{Q}}, \mathbb{Q}_p) \rightarrow H^{2d}(X/\overline{\mathbb{Q}}, \mathbb{Q}_p) \cong \mathbb{Q}_p(-d),
\]

where \( d = \dim(X) \), and \( \mathbb{Q}_p(-d) \) is the one dimensional vector space where \( \text{Frob}_l \) acts by \( l^{-d} \).
6. The eigenvalues of \( \text{Frob}_l \) on \( H^i_{\text{ét}}(X/\overline{\mathbb{Q}}, \mathbb{Q}_p) \) have absolute value \( l^{-i/2} \).

There are a number of immediate consequences of this result for the sequence of numbers \( N_l = \# X(\mathbb{F}_l) \).

**Lemma 1.5.1.** The data of the numbers \( \{N_l\} \) is precisely equivalent to the data of the Galois representations \( H^i_{\text{ét}}(X/\overline{\mathbb{Q}}, \mathbb{Q}_p) \) for any prime \( p \) up to semi-simplification.

This is essentially a consequence of the Brauer–Nesbitt theorem. It is certainly expected (see below) that the Galois representations associated to projective varieties should all be semi-simple.

Let us now return to cycle maps. For any \( X/\mathbb{Q} \), the Chow Groups have natural definitions over any finite extension \( F/\mathbb{Q} \). Moreover, there exist \( p \)-adic cycle maps

\[
\text{CH}^i(X/F) \rightarrow H^{2i}_{\text{ét}}(X/\overline{\mathbb{Q}}, \mathbb{Q}_p(i)).
\]
The twist in the coefficients can be pulled out of the cohomology groups, and only serves to twist the Galois action on the right hand side so that the resulting map is actually compatible with the action of $\text{Gal}(\overline{\mathbb{Q}}/\mathbb{Q})$. In particular, the image of the cycle map is invariant under $\text{Gal}(\mathbb{Q}/\mathbb{F})$. In this setting, the analog of the Hodge Conjecture is the Tate Conjecture:

**Conjecture 1.5.2 (Tate Conjecture).** The image of $\text{CH}^i(X/\mathbb{F}) \otimes \mathbb{Q}_p$ under the cycle map is precisely the $\text{Gal}(\overline{\mathbb{Q}}/\mathbb{F})$-invariant classes in $H^{2i}_{\text{et}}(X/\mathbb{Q}, \mathbb{Q}_p(i))$.

If the action of $\text{Gal}(\overline{\mathbb{Q}}/\mathbb{Q})$ on a class in $H^{2i}_{\text{et}}(X/\mathbb{Q}, \mathbb{Q}_p)$ has $\text{Frob}_p$ for all $p$ acting by $p^{-1}$, then we say that the class is Tate. If the same holds for all $\text{Frob}_p$ in $\text{Gal}(\overline{\mathbb{Q}}/\mathbb{F})$ for some finite extension $\mathbb{F}/\mathbb{Q}$, we call the class potentially Tate. The Tate conjecture then says that all potentially Tate classes are explained by algebraic cycles.

One interpretation of the Tate conjecture is that the classification of varieties over $\mathbb{Q}$ can be broken up into two pieces; one, which deals with the linear algebra, consists of understanding Galois representations, and the other deals with the combinatorics of understanding cycles. Moreover, the data one can recover from $X$ is precisely the information corresponding to the latter data together with the dimensions of the corresponding cohomology groups.

### 1.6. $p$-adic Hodge Theory.

The Tate Conjecture and the Hodge Conjecture are obviously of a similar flavour, but they are not directly related. The problem is that (as stated) the Hodge decomposition relies heavily on the complex description of $X$, whereas the étale cohomology relies on a $p$-adic description on $X$. The subject of $p$-adic Hodge Theory was created (in large) part to provide a $p$-adic version of this story. The first step is to recall the algebraic construction of de Rham cohomology. The construction here is not too surprising. The key point of the usual definition of de Rham cohomology is the Poincaré lemma that closed forms on an open ball are exact. Sheafifying this construction, one may consider the corresponding de Rham complex (of sheaves):

$$
\mathcal{O}_X \to \Omega^1_X \to \Omega^2_X \to \ldots
$$

In the category of smooth manifolds, this is a sequence of acyclic sheaves which is exact. In the algebraic world, neither of these things are true — the sheaves $\Omega^p_X$ can have higher cohomology, and the sequence fails to be exact because the Zariski opens are “too big” for the Poincaré lemma to hold. None the less, it turns out that the correct way to define $H^p_{\text{dR}}(X/\mathbb{Q}_p)$ is as the hypercohomology of this complex. There is a corresponding spectral sequence

$$
H^p(X, \Omega^q) \Rightarrow H^{p+q}_{\text{dR}}(X).
$$

The degeneration of this spectral sequence gives a filtration on de Rham cohomology with filtered pieces $H^{p,q} = H^p(X, \Omega^q)$. Over $\mathbb{C}$, these pieces may be identified with the Hodge decomposition described before.
One of the most influential developments in arithmetic geometry over the past 50 years has been the realization that there is a $p$-adic version of Hodge Theory, and that this has direct links to arithmetic. This subject had its genesis in the paper of Tate [Tat67], but was otherwise fashioned almost single handedly by Fontaine [Fon82, Fon90, Fon94a, Fon94b]. To give a very rough exposition, first note that one can define the de Rham cohomology groups $H^*_{\text{dR}}(X)$ in a more algebraic way, and in particular, thinking of $X$ as a variety over $\mathbb{Q}_p$, give well defined groups $H^*_{\text{dR}}(X, \mathbb{Q}_p)$. These groups admit a Hodge filtration. If $X$ is smooth over $\mathbb{Z}_p$, then these groups even turn out only to depend on the special fibre of $X$ and so admit the action of an extra operator coming from Frobenius. As we shall see later, any information one can recover from the de Rham cohomology groups should also be encoded in the étale cohomology groups $H^*_{\text{et}}(X/\mathbb{Q}, \mathbb{Q}_p)$. It is thus natural to ask how one can do this directly. We have no time to do this subject any justice, so let us confine ourselves to some cursory remarks. The first is as follows. If $\mathbb{C}_p$ is the completion of $\mathbb{Q}_p$, then it turns out that $\mathbb{C}_p$ is complete and algebraically closed, and admits an action of $\text{Gal}(\mathbb{Q}_p/\mathbb{Q}_p)$. This induces an action of this group on $H^*_{\text{et}}(X/\overline{\mathbb{Q}}, \mathbb{Q}_p) \otimes_{\mathbb{Q}_p} \mathbb{C}_p$, where $\text{Gal}(\mathbb{Q}_p/\mathbb{Q}_p)$ acts on both factors. The first highly non-trivial fact is that there is an isomorphism

$$H^p_{\text{et}}(X/\overline{\mathbb{Q}}, \mathbb{Q}_p) \otimes_{\mathbb{Q}_p} \mathbb{C}_p \simeq \bigoplus_{p+q=m} H^p(X, \Omega^q) \otimes \mathbb{C}_p(q).$$

In particular, one can recover the Hodge numbers from étale cohomology.

Much more is true — one can recover the entire de Rham cohomology groups along with their filtration. To do this, one still needs to enlarge coefficients, but instead of tensoring with $B_{\text{HT}} := \bigoplus \mathbb{C}_p(k)$, one tensors with the ring $B_{\text{dR}}$, a filtered ring with a $\text{Gal}(\overline{\mathbb{Q}}_p/\mathbb{Q}_p)$-action whose associated graded is $B_{\text{HT}}$. The corresponding functor

$$V \mapsto D_{\text{dR}}(V) = (V \otimes B_{\text{dR}})^{\text{Gal}(\overline{\mathbb{Q}}_p/\mathbb{Q}_p)}$$

maps vector spaces over $\mathbb{Q}_p$ with a $\text{Gal}(\overline{\mathbb{Q}}_p/\mathbb{Q}_p)$-action to $p$-adic over $\mathbb{Q}_p$ of dimension $\leq \dim_{\mathbb{Q}_p}(V)$ which acquire a filtration after tensoring with some finite extension $K/\mathbb{Q}_p$.

**Definition 1.6.1.** A $p$-adic representation $V$ of $\text{Gal}(\overline{\mathbb{Q}}_p/\mathbb{Q}_p)$ is **de Rham** if $\dim D_{\text{dR}}(V) = \dim(V)$.

The implied theorem above says that Galois representations in étale cohomology are de Rham.

In fact, there is an entire menagerie of functors constructed by Fontaine. If $X$ is smooth over $\mathbb{Z}_p$, then, as mentioned above, the de Rham cohomology can be identified with the crystalline cohomology of the special fibre, and there is a corresponding functor $D_{\text{cris}}(V)$ which admits an action by Frobenius. There is also a functor $D_{\text{pst}}(V)$ which is modeled on the cohomology of varieties which admit a semistable model over a finite extension. Quite possibly all smooth varieties $X/\mathbb{Q}_p$ admit a semistable model over a finite
extension $K/Q_p$, but this is probably tricky — fortunately any Galois representation $V$ coming from the étale cohomology of such an $X$ behaves as if it does (Tsu99), in the sense that $\dim D_{\text{pst}}(V) = \dim V$ for such $V$.

1.7. Zero Dimensional Varieties. One interesting basic case to address are smooth algebraic varieties of dimension zero over $\mathbb{Q}$. Certainly, as algebraic varieties over $\mathbb{C}$, such varieties are simply given by $d$ points for some integer $d$. The structure of $X/Q$ is then purely determined by the Galois descent data, or equivalently, by the action of a permutation representation

$$\varrho: \text{Gal}(\overline{\mathbb{Q}}/\mathbb{Q}) \rightarrow S_d$$

which is well defined up to conjugation (on the source and the target). For example, one could consider the solutions to a separable polynomial $f(x) = 0$, and then consider the action of the Galois group on the roots. Associated to $\varrho$ is then a corresponding linear representation

$$\rho: \text{Gal}(\overline{\mathbb{Q}}/\mathbb{Q}) \rightarrow \text{GL}_d(\mathbb{Q}).$$

In a different optic, one can think of $\rho$ as the action of $\text{Gal}(\overline{\mathbb{Q}}/\mathbb{Q})$ on the vector space $H^0(X(\mathbb{C}), \mathbb{Q})$ which is generated by the components of $X$. In particular, by extending coefficients to $\mathbb{Q}_p$, the representation $\rho_p = \rho \otimes \mathbb{Q}_p$ is the representation:

$$\rho_p: \text{Gal}(\overline{\mathbb{Q}}/\mathbb{Q}) \rightarrow \text{GL}(H^0_{\text{et}}(X/\overline{\mathbb{Q}}, \mathbb{Q}_p)).$$

The representations $\varrho$ and $\rho$ factor through a minimal finite quotient $\text{Gal}(L/\mathbb{Q})$ for some finite extension $L/\mathbb{Q}$ with Galois group $G$. The number of points of $X$ modulo $p$ (at least for a prime of good reduction) is precisely the number of fixed points of the Frobenius element $\text{Frob}_p \in \text{Gal}(\overline{\mathbb{F}}_p/\mathbb{F}_p)$. By standard Galois theory, there is a corresponding conjugacy class of elements also denoted by $\text{Frob}_p$ in $\text{Gal}(L/\mathbb{Q})$. The number of fixed points of $g \in G$ under a permutation representation $\varrho$ is precisely the trace of the corresponding linearized representation $\rho$, and so

$$N_p = \text{Tr}(\rho_p(\text{Frob}_p)).$$

The Cebotarev density theorem implies that any conjugacy class in $G$ is represented by $\text{Frob}_p$ (infinitely often), and so the data of $N_p$ is enough to recover the values $\text{Tr}(\rho_p(g))$ for all $g \in G$, and hence to recover the representation $\rho_p$. The Tate conjecture (and the Hodge conjecture) are both obvious in this setting.

It is worthwhile to note, however, that the data of $\rho_p$ for any (or all $l$) still falls short of recovering $X$ up to isomorphism. Certainly $\rho$ determines the finite quotient $G$ and the Galois extension $L/\mathbb{Q}$. However, the data of $\rho$ is not enough to recover the permutation representation $\varrho$. For example, suppose that $g$ is a transitive representation. Let $H$ be the one point stabilizer of $\rho$ (well defined up to conjugation). Then one has

$$\rho = \text{Ind}_H^G \mathbb{C}.$$
It turns out that the representation \( \text{Ind}_H^G \mathbb{C} \) does not always determine the conjugacy class of \( H \). Since the fixed field \( K = L^H \) is determined up to isomorphism by the conjugacy class of \( H \), this means that there exist pairs of non-isomorphic fields \( K = \mathbb{Q}(\theta) \) and \( K' = \mathbb{Q}(\theta') \) which give rise to varieties \( X \) and \( X' \) with the same Galois representations \( \rho_p \) acting on \( H^0_{\text{et}}(X/\overline{\mathbb{Q}}, \mathbb{Q}_p) \), and so have the same number of points modulo \( l \) for all primes \( l \). But this is a “combinatorial” problem in finite group theory rather than anything to do with arithmetic.

### 1.8. Elliptic Curves

Let us move on to the special case of elliptic curves over a number field \( K \). The Tate conjecture doesn’t say anything particularly interesting about the cohomology of \( H^*_{\text{et}}(A/\overline{\mathbb{Q}}, \mathbb{Q}_p) \), since Tate classes can only exist in \( H^0 \) and \( H^2 \), and they moreover do exist in these degrees and are trivially given by the image of cycles. What is interesting, however, is to consider \( X = A \times B \) for elliptic curves \( A \) and \( B \). By the Künneth formula (and using the fact that \( H^1_{\text{et}}(B, \mathbb{Q}_p) \) is self-dual up to a twist by \( \mathbb{Q}_p(1) \)) there is an identification \[
H^2_{\text{et}}(A \times B, \mathbb{Q}_p(1)) = \mathbb{Q}_p^2 \oplus \text{Hom}(H^1_{\text{et}}(A, \mathbb{Q}_p), H^1_{\text{et}}(B, \mathbb{Q}_p)).
\] There are two obvious classes in \( \text{CH}^1(A \times B/K) \) coming from \( A \) times a point and a point times \( B \), and these generate the \( \mathbb{Q}_p^2 \) factor under the class map. If \( A \) is isogenous to \( B \), then the image of the graph of the isogeny gives an isomorphism between the corresponding cohomology groups. But now suppose that the cohomology groups are isomorphic. Then the Tate conjecture predicts the existence of a corresponding class \([c]\) in \( \text{CH}^1(A \times B) \), which is geometrically represented after scaling by \( (\text{a linear combination of}) \) cycles \( C \). Such a \( C \) comes with projections \( \pi_A : C \to A \) and \( \pi_B : C \to B \), and thus induced maps (Albanese and Picard functoriality) \( \pi^*_A : A \to \text{Jac}(C) \) and \( \pi_{B,*} : \text{Jac}(C) \to B \), and hence an induced isogeny \( \phi = \pi_{B,*} \circ \pi^*_A : A \to B \). The corresponding map is non-trivial precisely when \([c]\) is not in the span of the two tautological classes. Note, furthermore, that if \( H^1_{\text{et}}(A, \mathbb{Q}_p) \) is reducible as a Galois representation and \( \text{Hom}(H^1_{\text{et}}(A, \mathbb{Q}_p), H^1_{\text{et}}(B, \mathbb{Q}_p)) \) has two dimensions worth of \( \text{Gal}(\overline{\mathbb{Q}}/K) \)-invariant classes, we obtain a second isogeny \( \psi \) from \( A \) to \( B \) which is not a linear multiple of the first. Assuming the Tate conjecture, this implies that \( A \) and \( B \) have complex multiplication over \( K \).

It is instructive also to compare this with a similar calculation with the Hodge conjecture. Let \( A = \mathbb{C}/\Lambda_\tau \) and \( B = \mathbb{C}/\Lambda_\sigma \). We have \[
\dim(H^{1,1}(A \times B, \mathbb{C})) = 4,
\] and there are always at least two dimensions worth of classes in the image of the cycle map from \( \text{CH}^1(A \times B) \) coming from \( A \) times a point and a point times \( B \). It follows that \( \dim(H^2(\mathbb{Q}) \cap H^{1,1}(\mathbb{C})) = 2 \), \( 3 \), or \( 4 \). If \( \dim(H^2(\mathbb{Q}) \cap H^{1,1}(\mathbb{C})) = 2 \), then the Hodge conjecture is trivially true, so we assume that it is equal to \( 3 \) or \( 4 \). If \( dz_A \) and \( d\bar{z}_A \) are the obvious holomorphic and
anti-holomorphic one forms on $A$, and $dz_B$ and $d\bar{z}_B$ the corresponding forms on $B$, then bases for $H^1(A, \mathbb{Z}) \subset H^1_{\text{dR}}(A, \mathbb{C})$ and $H^1(B, \mathbb{Z}) \subset H^1_{\text{dR}}(B, \mathbb{C})$ over $\mathbb{Z}$ are given by

$$
\omega_1 = \frac{\tau d\bar{z}_A - \tau dz_A}{\tau - \tau}, \quad \omega_2 = \frac{dz_A - d\bar{z}_A}{\tau - \tau},
$$

$$
\eta_1 = \frac{\sigma d\bar{z}_B - \sigma dz_B}{\sigma - \sigma}, \quad \eta_2 = \frac{dz_B - d\bar{z}_B}{\sigma - \sigma}.
$$

For example, we find that

$$
\int_0^1 \omega_1 = 1, \int_0^\tau \omega_1 = 0, \int_0^1 \omega_2 = 0, \int_0^\tau \omega_2 = 1,
$$

and similarly with $\eta_1$ and $\eta_2$. Also, we find that

$$
\omega_1 \wedge \omega_2 = -\frac{dz_A d\bar{z}_A}{\tau - \tau} = \frac{2i dx_A \wedge dy_A}{\tau - \tau} = \frac{dx_A \wedge dy_A}{\text{im}(\tau)},
$$

and the latter has volume one over any fundamental domain for $A$. Clearly the classes $\omega_1 \wedge \omega_2$ and $\eta_1 \wedge \eta_2$ lie in $H^{1,1}(A \times B, \mathbb{C})$. These are the image under the cycle map of the two obvious classes mentioned previously. Thus to compute $H^2(A \times B, \mathbb{Q}) \cap H^{1,1}(A \otimes B, \mathbb{C})$, it suffices to see what (if any) $\mathbb{Q}$-linear combinations of $\omega_i \wedge \eta_j$ for $i, j \in \{1, 2\}$ lie in $H^{1,1}$. That is, it suffices to compute the kernel of the resulting map from $\mathbb{Q}^4$ generated by these four forms to $\mathbb{C}^2$ given by looking at the coefficients of $dz_A \wedge dz_B$ and $d\bar{z}_A \wedge d\bar{z}_B$. The coefficients of these forms for $\omega_1 \wedge \eta_1$, $\omega_1 \wedge \eta_2$, $\omega_2 \wedge \eta_1$, and $\omega_2 \wedge \eta_2$ respectively are the column vectors in the following matrix:

$$
\begin{pmatrix}
\tau \sigma & \tau & \sigma & 1 \\
-4 \text{im}(\tau) \text{im}(\sigma) & -4 \text{im}(\tau) \text{im}(\sigma) & -4 \text{im}(\tau) \text{im}(\sigma) & -4 \text{im}(\tau) \text{im}(\sigma) \\
-\tau \sigma & -\tau & -\sigma & 1 \\
-4 \text{im}(\tau) \text{im}(\sigma) & -4 \text{im}(\tau) \text{im}(\sigma) & -4 \text{im}(\tau) \text{im}(\sigma) & -4 \text{im}(\tau) \text{im}(\sigma)
\end{pmatrix}.
$$

We are assuming that $H^2(A \times B, \mathbb{Q}) \cap H^{1,1}(A \otimes B, \mathbb{C}) > 2$, so there exists some $\mathbb{Q}$-linear combination of column vectors which vanishes. Note that the second line is the complex conjugate of the first. Hence we are simply looking for $\mathbb{Q}$ linear combinations of $1$, $\sigma$, $\tau$, and $\sigma \tau$ which vanish, e.g.

$$
a + b \sigma + c \tau + d \sigma \tau = 0.
$$

But this implies immediately that

$$
\tau = -\frac{a + b \sigma}{c + d \sigma}.
$$

This condition is exactly equivalent to the condition that $A$ is isogenous to $B$. The existence of an isogeny $\phi$ implies the existence of a geometric cycle. In particular, this proves the Hodge Conjecture in this case if there is an equality $\dim(H^2(\mathbb{Q}) \cap H^{1,1}(\mathbb{C})) = 3$. If $\dim(H^2(\mathbb{Q}) \cap H^{1,1}(\mathbb{C})) = 4$, we
have to produce a different cycle. In this case, however, we deduce that there is a second equality
\[ \frac{a + b \sigma}{c + d \sigma} = \frac{p + q \sigma}{r + s \sigma} \]
for a corresponding matrix which is not a scalar multiple of the first. But this implies that \( \sigma \in \mathbb{C} \setminus \mathbb{R} \) satisfies a quadratic equation with integer coefficients, which implies that \( A \) and \( B \) are isogenous CM elliptic curves, and hence both have CM by some order \( \mathcal{O} \) in some imaginary quadratic field. But now if \( \phi : A \to B \) is any isogeny, then the image in cohomology of the cycle classes corresponding to \([\phi]\) and \([x \circ \phi]\) for any \( x \in \operatorname{End}(B) \) with \( x \in \mathcal{O} \setminus \mathbb{Z} \) are linearly independent, and we have proven the Hodge Conjecture in this case as well. (It probably would be remiss not to mention at this point that the Hodge Conjecture for \( H^2 \) of projective varieties — of which the above is a very special case — follows from the Lefschetz theorem on \((1,1)\)-classes.)

Amazingly enough, the Hodge conjecture is not known even for general CM abelian varieties (although it is known for \( H^2 \)). To give an example of the subtleties, one could ask whether the Hodge conjecture holds after weakening the condition that we have an abelian variety to simply a complex torus. But then it turns out (Zuc77) to be false! (see also Voi02).

Returning to the Tate conjecture, If we now consider curves of higher genus, the situation becomes decidedly more murky. Any non-trivial \( \operatorname{Gal}(\overline{\mathbb{Q}}/\mathbb{Q}) \)-equivariant homomorphism from \( H^1_{\text{et}}(X/\overline{\mathbb{Q}}, \mathbb{Q}_p) \) to \( H^1_{\text{et}}(Y/\overline{\mathbb{Q}}, \mathbb{Q}_p) \) for smooth projective curves \( X \) and \( Y \) certainly implies the existence of an abelian variety \( A/\mathbb{Q} \) together with isogenies \( A \to \operatorname{Jac}(X) \) and \( A \to \operatorname{Jac}(Y) \). But it is not the case (for example) that a surjection on cohomology need be induced by a covering map \( X \to Y \). These “combinatorial” aspects of cycles beyond the Tate conjecture, while very interesting, are certainly beyond the scope of this idiosyncratic survey. Even if \( \operatorname{Jac}(X) \simeq \operatorname{Jac}(Y) \) as unpolarized abelian varieties, then \( X \) need not even be geometrically isomorphic to \( Y \). One beautiful example is given [How96, Theorem 1] by the pair of curves
\[
C : y^2 = x^5 + x^3 + x^2 - x - 1 \\
D : y^2 = x^5 - x^3 + x^2 - x - 1,
\]
over \( \mathbb{F}_3 \).

1.9. Motives and the Fontaine–Mazur Conjecture. We have the following cartoon visualization for understanding algebraic varieties given by taking \( \acute{\text{e}} \text{tale} \) cohomology at some prime \( p \).
The category of (proper) algebraic varieties is not abelian, but one way
to think of this diagram is an exact sequence. The category on the right
hand side is abelian. So the “linear algebra” part of the classification prob-
lem becomes one of determining the image. The Tate conjecture suggests a
way to define this category. Namely, it suggests that all decompositions of
étale cohomology arise due to the existence of cycles. In particular, given a
smooth projective variety $X$, one first singles out an integer $m$ (the coho-
logical degree). Then one additionally considers triples $(X, \pi, m)$, where $\pi$
is a geometric correspondence. Roughly, suppose one has a Galois invariant
subspace $V \subset H^{2d-n}_{\text{et}}(X/\mathbb{Q}, \mathbb{Q}_l)$. By Poincaré duality, there is a
perfect pairing $H^{2d-n}_{\text{et}}(X/\mathbb{Q}, \mathbb{Q}_l) \times H^{2d-n}_{\text{et}}(X/\mathbb{Q}, \mathbb{Q}_l) \to \mathbb{Q}_l(-d)$.
It follows that $V^\vee(-d)$ is a quotient of $H^{2d-n}_{\text{et}}(X/\mathbb{Q}, \mathbb{Q}_l)$. Assuming that the
cohomology is semi-simple as a Galois module, this implies, by Künneth,
that there is an inclusion
$$V \otimes V^\vee \subset H^{2d}(X \times X/\mathbb{Q}, \mathbb{Q}_l(d)).$$
However, there is a Galois invariant subspace of $V \otimes V^\vee$, and thus, assuming
the Tate conjecture, there exists a corresponding cycle class $\pi \in \text{CH}^d(X \times X, \mathbb{Q})$. Continuing further, the Tate conjecture also suggests the correct way
to define morphisms and equivalences in this category. Note that cohomology
only exists for $n \geq 0$, so everything included so far is pure of non-negative
weight. If one also wants to include duals (so allowing $\mathbb{Z}(n)$ for each $n$), then
one may formally invert the Tate object. In light of Poincaré duality, this
suffices to allow duals of all objects. The problem with these definitions is
precisely that they require the Tate conjecture to be true to even make sense.
There is somehow no way to avoid this problem, however — without a way
of proving the existence of appropriate cycles, any conjecture free definition
of motives is a mere simulacrum of the truth.

Once one has a theory of Motives (conjectural or otherwise), the Tate
conjecture implies that the map from $M$ to Galois representations given by
étale cohomology is a fully faithful functor. Assuming this, it then becomes
very interesting to determine the image.

**Conjecture 1.9.1 (Fontaine–Mazur).** The image of pure irreducible
motives under étale cohomology (with $\mathbb{Q}_p$-coefficients) consists of continuous
irreducible representations $V$ of $\text{Gal}(\overline{\mathbb{Q}}/\mathbb{Q})$ with the following properties:

1. The representation $V$ is unramified for all but finitely many primes.
2. The representation $V$ restricted to $\text{Gal}(\overline{\mathbb{Q}}_p/\mathbb{Q}_p)$ is de Rham.

One can make this conjecture without referring to motives; one simply
predicts that $V$ arises up to Tate twist as a sub-quotient of the étale coho-
mology of some smooth proper variety. (By resolution of singularities, it is
equivalent to arise inside the étale cohomology of any variety.) The first con-
straint is obvious to impose. It is possible (although complicated) to write
down representations not satisfying (ii), but it takes some effort. What is
amazing about this conjecture is that the local condition at \( p \) has such a strong global implication. It is probably worth noting that the local-at-\( p \) version of this conjecture is false. Namely, suppose that \( V \) is a \( p \)-adic representation of \( \text{Gal}(\overline{\mathbb{Q}}_p/\mathbb{Q}_p) \) which is de Rham. Then it need not arise from the cohomology of an algebraic variety over \( \mathbb{Q}_p \). Consider, for example, a one-dimensional unramified representation on which Frobenius acts by \( \alpha \in \mathbb{Q}_p^× \). This can only arise from a motive if \( \alpha \) is a root of unity. More generally, if \( V \subset H^n(X/\mathbb{Q}_p, \mathbb{Q}_p) \), then the crystalline eigenvalues on \( D_{\text{pst}}(V) \) will be Weil numbers.

1.9.2. Caveats. It is tempting to extend the Fontaine–Mazur conjecture to the context of mixed motives. For example, let \( E/\mathbb{Q} \) be an elliptic curve, let \( \infty \) denote the origin of \( E \), let \( Z = \infty \cup P \) where \( P - \infty \) has infinite order on \( E(\mathbb{Q}) \), and let \( U = E \setminus Z \). Then the étale cohomology group \( H^1_{\text{et}}(U, \mathbb{Q}_p(1)) \) is a non-split extension of \( \mathbb{Q}_p \) by the Tate module \( H^1_{\text{et}}(E, \mathbb{Q}_p(1)) \) of \( E \). This extension is de Rham. Hence it gives rise to a class in the \( (\mathbb{Q}_p) \)-Selmer group of \( E \). But now (conversely) suppose that one has a non-trivial class in the \( \mathbb{Q}_p \)-Selmer group, then one hopes (wishes!) to be able to recover a point \( P \) of infinite order. This seems exactly like something that a generalized Fontaine–Mazur conjecture (with the Tate conjecture) might be able to do. But there are at least a few pitfalls to the most naïve generalization, coming from the fact that extension groups of \( \mathbb{Q}_p \) representations give vector spaces over \( \mathbb{Q}_p \) (which are uncountable whenever they are non-zero) and yet algebraic varieties are countable. So, for example, whenever a Selmer group has \( \mathbb{Q}_p \)-rank at least two, there are uncountably many lines in \( \mathbb{Q}_p^2 \), and thus not every extension can be a \( \mathbb{Q}_p \)-multiple of some geometric class.

1.10. Compatible Systems. One initially surprising implication of the Fontaine–Mazur conjecture is that, given one global \( p \)-adic Galois representation which is de Rham, it should come from a motive, and hence come from a compatible system, and thus give rise to \( l \)-adic representations for \( l \neq p \) for which the trace of general Frobenius elements is the same, even though the Galois representations are quite different. (For example, the extension \( \mathbb{Z}_p(1) \) coming from the \( p \)-power roots of unity comes from the motive \( \mathbb{Z}(1) \) and then generates the extensions coming from \( l \)-power roots of unity for all \( l \).) Without having to think about motives, we should at least, however, think about the notion of a compatible system of Galois representations which should arise from a motive.

We now recall some definitions from [BLGGT14 §5] and [PT15 §1]. Let \( F \) denote a number field. By a \( n \) weakly compatible system of \( l \)-adic representations \( \mathcal{R} \) of \( G_F \) defined over \( M \) we mean a 5-tuple
\[
(\mathcal{M}, S, \{Q_v(X)\}, \{\rho_\lambda\}, \{H_\tau\})
\]
where

1. \( \mathcal{M} \) is a number field;
2. \( S \) is a finite set of primes of \( F \);
(3) for each prime $v \notin S$ of $F$, $Q_v(X)$ is a monic degree $n$ polynomial in $M[X]$;

(4) for each prime $\lambda$ of $M$ (with residue characteristic $l$, say)

$$\rho_\lambda : G_F \to GL_n(M_\lambda)$$

is a continuous, semi-simple, representation such that

- if $v \notin S$ and $v \nmid l$ is a prime of $F$, then $\rho_\lambda$ is unramified at $v$ and $\rho_\lambda(\text{Frob}_v)$ has characteristic polynomial $Q_v(X)$,

- while if $v\mid l$, then $\rho_\lambda|_{G_{F_v}}$ is de Rham and in the case $v \notin S$ crystalline;

(5) for $\tau : F \leftrightarrow \overline{M}$, $H_\tau$ is a multiset of $n$ integers such that for any $\overline{M} \leftrightarrow \overline{M}_\lambda$ over $M$ we have $HT_\tau(\rho_\lambda) = H_\tau$.

Let us consider some examples of compatible systems with $F = \mathbb{Q}$. The first example of a compatible system arises from a Galois representation with finite image:

$$\rho : \text{Gal}(\overline{\mathbb{Q}}/\mathbb{Q}) \to GL_n(C).$$

Up to conjugation, the image lands in $GL_n(M)$ for some finite cyclotomic field $M$. The corresponding Galois representations $\rho_\lambda$ are then the composite of the map to $GL_n(M)$ with the localization $M \to M_\lambda$. The second example of a compatible system comes from (the duals of the) Tate module of an elliptic curve $E/\mathbb{Q}$. The third example comes from $H^n_{\text{ét}}(X, \mathbb{Q}_p)$ and varying $p$ for some smooth proper variety $X/\mathbb{Q}$. The last two examples have coefficients in $M = \mathbb{Q}$. For an example with coefficients, let $F = K$ be an imaginary quadratic field of class number one (say $\mathbb{Q}(\sqrt{-1})$), and let $E/K$ be a CM elliptic curve. The $p$-adic Galois representations:

$$\rho_{E,p} : \text{Gal}(\overline{\mathbb{Q}}/K) \to GL_2(Q_p)$$

have image in the subgroup $(K \otimes Q_p)^\times$. When $p$ splits in $K$, the image is conjugate to a subgroup of a split torus. When $p$ is inert, however, the image is conjugate to a subgroup of a non-split torus. In other words, the representations $\rho_{E,p}$ in this case are irreducible but not absolutely irreducible. On the other hand, if we take $M = K$, then the representations:

$$\rho_{E,K,\lambda} : \text{Gal}(\overline{\mathbb{Q}}/K) \to GL_2(K_\lambda)$$

for each prime $\lambda$ in $\mathcal{O}_K$ are reducible. We may even decompose this compatible system into the direct sum of two compatible systems over $K$ with coefficients $K$, corresponding to Grossencharacters $\chi$ of $\mathbf{A}_K^\times$. (The fact that the coefficients of the compatible system are related to the ground field of the Galois group is not an accident and happens more generally, and is widely acknowledged to be annoying.)

1.11. The Brauer Group. One might naturally hope that any $n$-dimensional compatible system with coefficients in $M$ arises from some rank $n$ motive with coefficients in $M$. In fact, there is a slight subtlety that already arises for $M = \mathbb{Q}$ and representations with finite image. Let $F/\mathbb{Q}$ be a Galois extension with $\text{Gal}(F/\mathbb{Q}) = Q$, the quaternion group of order 8. There
exists a 2-dimensional representation of $Q$ over $\mathbb{C}$ whose traces lie in $Q$. Hence this gives rise to a 2-dimensional compatible system with coefficients over $Q$. But $Q$ itself does not have a 2-dimensional irreducible representation over $Q$; there is a Brauer obstruction. Instead, there exists a 4-dimensional representation $V_Q$ of $Q$ which is irreducible, and such that $\text{End}(V_Q) = D$, the algebra of Hamilton’s quaternions.

In particular, given a pure irreducible weakly compatible system $\mathcal{R}$ with coefficients in $\mathbb{F}$, one predicts the existence of a simple pure irreducible motive $M$ with coefficients in $\mathbb{F}$ but now possibly of larger rank. If one extends the coefficients to a suitably large extension, then $M$ may split into some number $\mu$ of copies of some motive (in the same way that the irreducible 4-dimensional representation $V_Q$ of $Q$ satisfies $V_Q \otimes \mathbb{C} = W^2$, for the irreducible complex representation $W^2$ of $Q$ of dimension 2.)

**Example 1.11.1 (Elliptic Curves and Fake Elliptic Curves).** Let $\mathcal{R}$ be a weakly compatible system of Galois representations of $G_{\mathbb{F}}$ which is irreducible of dimension 2 with coefficients in $\mathbb{Q}$, and suppose that $H_{\tau} = [0, 1]$ for all $\tau$. (One source of such $\mathcal{R}$ is elliptic curves $E/F$.) The Fontaine–Mazur conjecture predicts that they should come from a pure irreducible motive $M/\mathbb{Q}$. Let us assume the standard conjectures $\text{[Kle94]}$. Let $\text{End}_{\mathbb{Q}}(M) \otimes \mathbb{Q} = D$. From the absolute irreducibility of the Galois representations, we deduce that $M$ is also simple, and hence $D$ is a division algebra. The center of $D$ is a number field $E$. We claim that $E = \mathbb{Q}$. It suffices to show that for all $p$, the center of $D \otimes \mathbb{Q}_p$ is $\mathbb{Q}_p$. By the Tate conjecture, however, we know that $\text{End}_{\mathbb{Q}}(M) \otimes \mathbb{Q}_p = D \otimes \mathbb{Q}_p$ can be determined from the endomorphisms of the étale realization of $M$, which is isomorphic to a direct sum of some number of copies of a representation $V/\mathbb{Q}_p$, where $V \otimes \mathbb{Q}_p$ is isomorphic by the Brauer–Nesbitt theorem to a finite number of copies of the representation $r_p$.

But it follows that $\text{End}_{\mathbb{Q}_p}(V)$ is a division algebra with center $\mathbb{Q}_p$, and the endomorphisms of the $p$-adic étale realization of $M$ is a matrix algebra over this division algebra, and thus also has center $\mathbb{Q}_p$. Hence $E = \mathbb{Q}$.

Let us fix an embedding $F \rightarrow \mathbb{C}$. The Hodge realization of $M$ is a polarized Hodge structure of weight one, which gives a polarized torus, and thus (by Riemann) an abelian variety $B$ over $\mathbb{C}$. If we assume the Hodge Conjecture, then (by a standard argument, see the proof of Lemma 10.3.2 of $\text{[BCGP18]}$ for more details) we can prove that $M$ comes from an abelian variety over $\mathbb{Q}$. Now taking into account that the center of $D$ is $\mathbb{Q}$, we deduce from the Albert classification (see $\text{[Mum08], Thm. 2, p. 201]}$) that $A$ is one of the following three types:

1. **Type I:** $A/F$ is an elliptic curve with $\text{End}_{\mathbb{Q}}(A) = \mathbb{Z}$.
2. **Type II:** $A/F$ is an abelian surface with $\text{End}_{\mathbb{Q}}(A) \otimes \mathbb{Q} = D$, an indefinite quaternion algebra over $\mathbb{Q}$.
3. **Type III:** $A/F$ is an abelian surface with $\text{End}_{\mathbb{Q}}(A) \otimes \mathbb{Q} = D$, a definite quaternion algebra over $\mathbb{Q}$.
(Note that Type IV of the Albert classification cannot occur, because the center \( F = \mathbb{Q} \) of \( D \) is not a totally imaginary CM field.)

Hence we deduce that either \( A \) is an elliptic curve, or \( A \) is an abelian surface with an action of some order in a division algebra. The latter are known as fake elliptic curves. There is an obstruction to the existence of such fake elliptic curves.

**Lemma 1.11.2.** Suppose that \( F/\mathbb{Q} \) has at least one real place. Then there do not exist fake elliptic curves \( A/F \).

**Proof.** Let \( \sigma : F \hookrightarrow \mathbb{R} \) be a real place. By transport of structure, there is a non-trivial action of \( D \) on \( H^1(A(\mathbb{R}), \mathbb{Q}) = \mathbb{Q}^2 \). However, \( D \) does not admit any non-trivial representations of dimension less than \( 4 \) over \( \mathbb{Q} \). \( \square \)

It turns out that if \( \text{End}^0(A_\mathbb{C}) := \text{End}(A_\mathbb{C}) \otimes \mathbb{Q} = D \), then \( D \) must be indefinite. (The corresponding Shimura curves \( X_D \) parametrizing such objects lie in the exceptional class of Shimura varieties with the property that there is a strict containment \( D \subset \text{End}_\mathbb{C}(A) \) for all complex points \( A \) of \( X_D \) (see [BL03] §9.9).) However, there can exist an inclusion \( D \hookrightarrow \text{End}^0(A_\mathbb{C}) \) for definite \( D \). For example, let \( A = E \oplus E \) where \( E \) has CM by an order in \( K \). Then \( \text{End}^0(A_\mathbb{C}) = M_2(K) \), and \( M_2(K) \) certainly contains many definite \( D/\mathbb{Q} \) as subalgebras.

The existence of fake elliptic curves means that one has to be careful making conjectures about the existence of motives over \( \mathbb{Q} \) simply from the coefficients of the compatible system. It is true that a classical cuspidal modular eigenform of weight 2 with coefficients in \( \mathbb{Z} \) is associated to an elliptic curve rather than a fake elliptic curve, since Lemma 1.11.2 implies there are no fake elliptic curves over \( \mathbb{Q} \). However, there is no analogue of Lemma 1.11.2 for abelian surfaces — we explain in [BCGP18] why there do exist cuspidal Siegel modular eigenforms of parallel weight \((2,2)\) whose transfer to \( \text{GL}(4)/\mathbb{Q} \) is cuspidal and yet correspond to fake abelian surfaces over \( \mathbb{Q} \) rather than abelian surfaces of \( \mathbb{Q} \). This necessitated a minor modification of the main conjecture of [BK14].

**1.12. Arithmetic \( L \)-functions.** The Riemann zeta function is given for \( \Re s > 1 \) by the formula

\[
\zeta(s) = \sum \frac{1}{n^s}.
\]

However, an alternative formulation due to Euler is that

\[
\zeta(s) = \prod_p \left(1 - \frac{1}{p^s}\right)^{-1}
\]

where the product is over primes \( p \). This second definition can be adapted to a very general arithmetic context. Let \( X \) be a smooth, projective variety of dimension \( m \) over a number field \( F \) with good reduction outside a finite
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set of primes $S$. Associated to $X$, one may write down a global Hasse–Weil zeta function:

$$\zeta_S(s) = \prod \frac{1}{1 - N(x)^{-s}},$$

where the product runs over all the closed points $x$ of some (any) smooth integral model $X/\mathcal{O}_F[1/S]$ for $X$. One can extend this to a product over all primes by looking at the étale cohomology for any prime $l$, although it is not even known that the corresponding function is independent of that choice of $l$ (although it is true for curves and abelian varieties and finite sets.)

Example 1.12.1. Let $f(x)$ be an irreducible polynomial with $K = \mathbb{Q}(x)/f(x)$. Let $X = \text{Spec}(\mathcal{O}_K)$. Let $S$ be the set of primes dividing $\Delta_K$. Then, up to Euler factors dividing $S$, one has

$$\zeta_S(s) = \zeta_K(s).$$

One can piece together the factors $(1 - N(x)^{-s})$ for all points $x \in X(\mathbb{F}_p)$ to write $\zeta_S(s)$ in a slightly different form as a product over primes $p$ in $\mathcal{O}_F$, namely

$$\zeta_S(s) = \prod_{p \nmid S} \zeta(X/\mathbb{F}_p, s),$$

where $\zeta(X/\mathbb{F}_p, s)$ is now the local zeta function of a smooth projective variety over a finite field, namely, if $\mathbb{F}_p = \mathbb{F}_q$, and $X/\mathbb{F}_p = \mathbb{Z}/\mathbb{F}_q$, then

$$\zeta(Z/\mathbb{F}_q, s) = \exp\left(\sum_{m=1}^{\infty} \frac{\#Z(\mathbb{F}_q^m)}{m} q^{-ms}\right).$$

A consequence of the Weil conjectures is that $\zeta_S(s)$ is absolutely convergent for $\text{Re}(s) > 1 + m$. However, much more is expected:

Conjecture 1.12.2 (Hasse–Weil Conjecture, cf. [Ser70], in particular Conj. C9.). The function $\zeta_S(s)$ extends to a meromorphic function of $\mathbb{C}$. There exists a rational number $A \in \mathbb{Q}$, rational functions $P_v(T)$ for $v|S$, and infinite Gamma factors $\Gamma_v(s)$ for $v|\infty$ such that:

$$\xi(s) = \zeta_S(s) \cdot A^{s/2} \cdot \prod_{v|\infty} \Gamma_v(s) \cdot \prod_{v|S} \frac{1}{P_v(N(v)^{-s})}$$

is non-zero and satisfies the functional equation $\xi(s) = w \cdot \xi(m + 1 - s)$ with $w = \pm 1$.

If $F = \mathbb{Q}$ and $X$ is a point, then $\zeta_S(s)$ is the Riemann zeta function, and Conjecture 1.12.2 follows from Riemann’s functional equation [Rie59]. If $F$ is a general number field but $X$ is still a point, then $\zeta_S(s)$ is the Dedekind zeta function $\zeta_F(s)$, and Conjecture 1.12.2 is a theorem of Hecke [Hec20].

Example 1.12.3. Suppose that all the cohomology of $X$ is Tate over $\mathbb{Q}$. Then $\zeta_S(s)$ is a product of shifts of the Riemann zeta function. Suppose that all the cohomology of $X$ is potentially Tate. Then $\zeta_S(s)$ is a product of shifts of Artin $L$-functions.
This applies, for example, whenever the cohomology of $X$ is generated by algebraic cycles over $\overline{\mathbb{Q}}$ (as mentioned previously, this is an equivalence assuming the Tate conjecture). All Artin $L$-functions are meromorphic by [Bra47], and so Conjecture 1.12.2 is true for all such $X$.

1.12.4. Hasse–Weil Conjecture for curves. Let us now consider the Hasse–Weil conjecture for curves $X/\mathbb{Q}$ of genus $g$. We have the three following theorems, which I shall somewhat cheekily arrange as follows (somewhat anachronistically in the first case):

**Theorem 1.12.5** (Riemann [Rie59]). Let $X/\mathbb{Q}$ be a curve of genus zero. Then the Hasse–Weil conjecture is true for $X$.

**Theorem 1.12.6** (Wiles, Taylor–Wiles, Breuil–Conrad–Diamond–Taylor [Wi95, TW95, CDT99, BCDT01]). Let $X/\mathbb{Q}$ be a curve of genus one. Then the Hasse–Weil conjecture is true for $X$.

**Theorem 1.12.7** (Boxer–C–Gee–Pilloni [BCGP18]). Let $X/\mathbb{Q}$ be a curve of genus two. Then the Hasse–Weil conjecture is true for $X$.

For a curve of genus $g$, we have $\zeta_S(s) = \zeta_{\mathbb{Q}}(s)\zeta_{\mathbb{Q}}(s-1)/L(V,s)$, where $V$ is the Galois representation associated to $H^1(X, \mathbb{Q}_p)$. Hence the Hasse–Weil conjecture is equivalent to the meromorphy and functional equation of $L(V,s)$. Of course, the main result of [BCDT01] proves the stronger result that $L(V,s)$ is holomorphic when $X$ has genus one, but this is irrelevant for the Hasse–Weil conjecture. Only potentially modularity is needed to prove 1.12.2. Indeed, the potential modularity results of [Tay03] imply Conjecture 1.12.2 for curves $X/F$ of genus one over any totally real field, and Theorem 1.12.7 is proved as a corollary of the following more general result which falls more naturally within the purview of the Langlands Program:

**Theorem 1.12.8.** Let $X$ be a smooth curve over $\mathbb{Q}$ of genus $g$, and let $a_p = \frac{\tilde{a}_p}{\sqrt{p}}$, so $\tilde{a}_p \in [-2g, 2g]$. The Sato–Tate predicts that the $\tilde{a}_p$ are uniformly distributed on $[-2g, 2g]$ with respect to the Sato–Tate measure associated to $X$, which is the pushforward under the trace map of the Haar measure on a certain compact subgroup $K$ of $\text{USp}_{2g}(\mathbb{C})$. If $X$ has genus one, then one knows that $K$ is either $\text{SU}(2)$, $\text{O}(2)$, or $\text{SO}(2)$ (the case $\text{SO}(2)$ not occurring over $\mathbb{Q}$). If $X$ has genus two, then in [FKRS12] it is conjecturally shown that there are 52 possible $K$ which occur over a number field, precisely 32 of which occur over $\mathbb{Q}$. It is shown in [Tay18] (crucially relying on the results of [ACC+18] in the most difficult case) that the Sato–Tate conjecture holds in all but at most one case:

**Theorem 1.13.1** ([Tay18]). Let $X/\mathbb{Q}$ be a genus two curve, and suppose that $\text{End}_{\mathbb{C}}^0(\text{Jac}(X)) \neq \mathbb{Z}$. Then the Sato–Tate conjecture holds.
(Of course, the missing case is the generic case.) On the other hand, one has the following question, which is a version of a question raised in these notes of Nick Katz [Kat12] (entitled Simple things we don’t know). Suppose, for a curve \( X \), I can compute information concerning the asymptotics of \( \tilde{a}_p \) as \( p \) varies. In order to define the rules of the game, say one can at least compute the quantities:

\[
\tilde{a}_{\text{max}}(X) := \limsup \frac{\tilde{a}_p}{\sqrt{p}} \in [-2g, 2g], \\
\tilde{a}_{\text{min}}(X) = \lim inf \frac{\tilde{a}_p}{\sqrt{p}} \in [-2g, 2g].
\]

**Question 1.13.2.** Do \( \tilde{a}_{\text{max}}(X) \) and \( \tilde{a}_{\text{min}}(X) \) determine the genus of \( X \)?

Do they determine the genus of \( X \) even if one restricts to curves of genus \( g \leq 2 \)?

The Sato–Tate conjecture (a theorem [Tay08, CHT08]) implies that for a genus 1 curve \( X/\mathbb{Q} \) one has \( \tilde{a}_{\text{max}}(X) = 2 \) and \( \tilde{a}_{\text{min}}(X) = -2 \). For curves of genus \( g = 2 \) one has, at least, the following easy consequence of Theorem 1.12.8:

**Theorem 1.13.3.** Let \( X \) be a genus two curve over \( \mathbb{Q} \). Then \( \tilde{a}_{\text{max}}(X) > 0 \) and \( \tilde{a}_{\text{min}}(X) < 0 \).

This implies Theorem 1.1.1 for \( d = 5 \) and \( d = 6 \). (The Sato–Tate conjecture for elliptic curves implies Theorem 1.1.1 and more for curves of genus \( g = 1 \).) This theorem also gives a partial answer to question 1.13.2 — one can distinguish from \( \tilde{a}_{\text{max}}(X) \) a curve of genus \( g = 2 \) from a curve of genus \( g = 0 \). (Again, this problem was open in this formulation before this result.) We give the idea of the argument below. But before then, we say a little more about our previous exercise:

**Exercise 1.13.4.** Find a single polynomial \( f(x) \) of degree \( d = 3 \) for which you can prove Theorem 1.1.1 in an elementary a way as possible.

Here is one approach. Let \( f(x) = x^3 - x \). If \( p \equiv -1 \pmod{4} \), then \( A_p = 0 \). Otherwise, writing \( p = a^2 + b^2 \) for \( p \equiv 1 \pmod{4} \), one has \( a_p = 2a \), where the ambiguity in \( a \) and \( b \) is resolved by insisting that

\[
(a + ib) \equiv 1 \pmod{\pi^3}
\]

with \( \pi = (1 + i) \). One could now appeal to a theorem of Hecke [Hec20], which gives equidistribution of \( a + bi \) in \( S^1 \) in the uniform measure. This seems like massive overkill, and one can almost imagine that one can address this problem using class field theory. For example, given a real quadratic field \( F = \mathbb{Q}(\sqrt{d}) \), one can certainly generate principal prime ideals \( p = (a + b\sqrt{d}) \) satisfying any congruence and (in addition) with \( a \) and \( b \) positive — the point is that such primes split completely in a certain ray class field with conductor \( m_f \) where the finite part \( m_f \) of the conductor reflects any fixed choice of congruence, and the infinite part reflects the choice of local condition \( \mathbb{R}^{\times} \subset \mathbb{R}^{\times} = F_v^{\times} \) for \( v|\infty \). But there is no analogue of this in the complex case — there are no local conditions one can impose in \( \mathbb{C}^{\times} \). Indeed,
the set of primes $p$ with $a_p = 2a > 0$ is not cut out by Chebotarev conditions. Assume otherwise. Then, after passing to some finite extension $F/\mathbb{Q}$, we may assume that $\Re\{a_p\} > 0$ for all $p$ which split completely in $F(\sqrt{-1})$. (Alternatively, that $a_p < 0$ for all such $p$, but the resulting proof is exactly the same.) Now consider the Grossencharacter $\chi$ over $F(\sqrt{-1})$ associated to this elliptic curve. Now one simply applies the usual equidistribution results (as in [Hec20]) to deduce that the values of $b_p = a_p/N(p)$ for $p$ in $F(\sqrt{-1})$ are equidistributed in $S^1 \subset \mathbb{C}^\times$.

I admit I do not know how to do the exercise even for this curve without using Hecke's results. I offer an Aperol spritz to anyone who can without using either Hecke's results or generalizations thereof (including all potential modularity theorems!)

For a general hyperelliptic curve $X$, let $A = \text{Jac}(X)$. Suppose that $A$ is potentially modular, in that over some number field $F$ it is associated to an isobaric sum $\boxplus \pi_i$ of cuspidal representations. By a weight argument, none of the $\pi_i$ are given by a power of the norm character (and thus in particular not $|\cdot|^{1/2}$). Let $\tilde{a}_p = a_p/N(p)^{1/2} \in \mathbb{R}$ denote the normalized Hecke eigenvalues. The usual estimates of $L(\pi_i, s)$ and the Rankin–Selberg $L$-series $L(\pi_i \times \pi_j^\vee, s)$ (using results of Shahidi [Sha81]) give the estimates:

$$\frac{1}{\pi(x)} \sum_{N(p) < x} \tilde{a}_p \sim 0,$$

$$\frac{1}{\pi(x)} \sum_{N(p) < x} \tilde{a}_p^2 \sim \#\{(i, j) \mid \pi_i \simeq \pi_j\} = n > 0,$$

for some positive integer $n$. This immediately implies that $\tilde{a}_p$ must often be both positive and negative. This is how one proves Theorem 1.13.3 when $X$ has genus two, using Theorem 1.12.8. It seems hard, however, to imagine proving that $A$ is potentially modular unless every simple factor of $A$ (over $\mathbb{C}$, or possibly even over some totally real or CM number field) gives rise to compatible families of Galois representations of dimension at most 4. Presumably there are no such $A$ when the genus of $X$ is large enough. I am not sure it is known for what $g$ there exist $A = \text{Jac}(X)$ with $X/\mathbb{Q}$ which are isogenous to a product of elliptic curves. On the other hand, for curves of genus $g = 2$, one can extract more information from the fact that there is a known transfer from automorphic forms from $\text{GSp}(4)$ to $\text{GO}(5)$ and then $\text{GL}(5)$. This gives a number of $L$-functions to work with of degrees $4, 5, 4 \times 4, 4 \times 5$, and $5 \times 5$ which one can exploit using the standard Tauberian theorems to get more precise information about $\tilde{a}_p$. This analysis was carried out by Noah Taylor, who proves the following optimized version of Theorem 1.13.3 (there is an analogous version over a totally real field):
Theorem 1.13.5 ([Tay18]). Let $X$ be a curve of genus 2 over $\mathbb{Q}$. There exist a positive density of primes $p$ such that

$$X(\mathbb{F}_p) > p + 1 + \left(\frac{2}{3} - \epsilon\right) \sqrt{p}.$$ 

There also exist a positive density of primes $p$ such that

$$X(\mathbb{F}_p) < p + 1 - \left(\frac{2}{3} - \epsilon\right) \sqrt{p}.$$ 

That is, $\bar{a}_{\text{max}}(X) \geq 2/3$ and $\bar{a}_{\text{min}}(X) \leq -2/3$.

Unfortunately, this is not enough to be able to distinguish (purely from these asymptotics) $X$ from a curve of genus one, where $\bar{a}_{\text{max}} = 2$ and $\bar{a}_{\text{min}} = -2$. Thus, I am sad to report, there is nothing simple that I know but Nick Katz doesn’t.

2. Part II: The Modified Taylor–Wiles method

2.1. The Taylor–Wiles method Part One: Formalism of Galois Deformations. The main goal of the paper [CG18] to explain an approach to modularity whose reach extends beyond the Taylor–Wiles method, or, perhaps more accurately, explains how extend the Taylor–Wiles method to circumstances beyond its original applicability. To explain how to go beyond the Taylor–Wiles method, one should, at least in passing, say a little something about the Taylor–Wiles method itself. To this end, there are several approaches one can take. The first is to point the reader towards [DDT97], which is an excellent, detailed, and mostly self-contained exposition of the Taylor–Wiles method at least as it occurs in its original form. The second, which is what I shall do, is to try to explain both the Taylor–Wiles method (and its extension) to the case of one-dimensional representations. The advantage of this approach is that it exhibits many of the key features of the Wiles argument while at the same time suppressing many of the technical details which, while important, are irrelevant to the goals of this exposition. It does, of course, also obscure some of the relevant technical details, but we will come back to them later. I should stress that this exposition is not intended for someone who has not thought about deformation rings before, but someone who wants to see these ideas applied in a simpler setting.

2.1.1. The standard constructions. We begin by recalling some of the standard constructions (see [Maz89] [Maz97]). Let $p$ be prime, let $k$ be a finite field of characteristic $p$, let $F$ be a number field, let $k$ finite field of characteristic $p$, let $\mathcal{O}$ be the ring of integers in a finite extension of $\mathbb{Q}_p$ with uniformizer $\varpi$ and $\mathcal{O}/\varpi = k$. (For example, one could take $\mathcal{O} = W(k)$ and $\varpi = p$.) Let

$$\bar{\rho} : G_F \to \text{GL}_n(k)$$

be an absolutely irreducible Galois representation (we shall also be interested in representations to $\text{GSp}_4(k)$ as well, and the formalism there is very similar). Let $\mathcal{C}_\mathcal{O}$ denote the category of Artinian rings $(A, \mathfrak{m})$ for $\mathcal{O}$-algebras $A$.
with a fixed isomorphism $\pi : A/\mathfrak{m} = k$. A deformation of $\overline{\rho}$ to $A$ is a representation $\rho : G_F \to \text{GL}_n(A)$ such that the following map commutes:

\[
\begin{array}{ccc}
\text{GL}_n(A) & \xrightarrow{\rho} & \overline{\rho} \\
G_F & \xrightarrow{\pi} & \text{GL}_n(k).
\end{array}
\]

Say that two representations $\rho$ are equivalent if they are conjugate by an element of $\text{ker} (\text{GL}_n(A) \to \text{GL}_n(k))$. One is usually interested in the functor $D$ from $\mathcal{C}_\mathcal{O}$ to sets which gives the set of all deformations satisfying some natural set of properties, for example, they are unramified outside a finite set $Q$, and they satisfy some $p$-adic Hodge theoretic condition at primes $v|p$.

In many situations, these functors $D$ are pro-representable by a universal deformation ring $R$ which is a complete Noetherian $\mathcal{O}$-algebra (with a fixed isomorphism $R/\mathfrak{m}_R = k$). If we were considering deformations with no restrictions, we can deduce that the set $D(k[[\epsilon]]/\epsilon^2)$ is in bijection with

\[
\text{Ext}^1_{k[G_F]}(\overline{\rho}, \overline{\rho}) = H^1(F, \text{Hom}(\overline{\rho}, \overline{\rho})) = H^1(F, \text{ad}(\overline{\rho})).
\]

Alternatively, we can identify the set $D(k[[\epsilon]]/\epsilon^2)$ with commutative diagrams as follows:

\[
\begin{array}{ccc}
\mathfrak{m}_R & \xrightarrow{\epsilon k[\epsilon]/\epsilon^2 \simeq k} & \\
R & \xrightarrow{k[\epsilon]/\epsilon^2} & \\
R/\mathfrak{m}_R & \xrightarrow{k} & k,
\end{array}
\]

from which we can see that

\[
D(k[[\epsilon]]/\epsilon^2) = \text{Hom}_R(\mathfrak{m}_R, k) = \text{Hom}_R(\mathfrak{m}_R/(\mathfrak{m}_R^2, p), k) = \text{Hom}_k(\mathfrak{m}_R/(\mathfrak{m}_R^2, p), k).
\]

For example, if we consider deformation rings in which the only condition we impose is that the representations are unramified outside some finite set $Q$, and let $R_Q$ denote the corresponding deformation rings, then

\[
\text{dim}_k(\mathfrak{m}_R/(\mathfrak{m}_R^2, p)) = \text{dim}_k H^1_Q(F, \text{ad}(\overline{\rho})),
\]

where $H^1_Q$ denotes the subset of classes in $H^1$ which are unramified outside $Q$, equivalently, the kernel of

\[
H^1(F, \text{ad}(\overline{\rho})) \to \bigoplus_{v \not\in Q} H^1(I_v, \text{ad}(\overline{\rho})).
\]

Note that, for a complete Noetherian local ring $(R, \mathfrak{m})$ with residue field $k$, the number $q = \text{dim}_k(\mathfrak{m}_R/(\mathfrak{m}_R^2, p))$ is the minimal integer for which there exists a surjection

\[
\mathcal{O}[x_1, \ldots, x_q] \to R.
\]
2.2. The Taylor–Wiles method Part Two: Galois Representations for GL(1). Let us now assume that $F$ is either $\mathbb{Q}$ or is an imaginary quadratic field. These fields $F$ are precisely the fields for which the unit group $\mathcal{O}_F^\times$ is finite. This will coincide with the fields such that the “usual” Taylor–Wiles formalism applies quite nicely. Let $k$ be a finite field of characteristic $p$. Let 

$$\overline{\rho} : G_F \to \text{GL}_1(k) = k^\times$$

be the trivial representation. Let $\mathcal{D}$ denote the functor on $\mathcal{C}_\mathcal{O}$ such that $\mathcal{D}(A)$ is the set of deformations of $\overline{\rho}$ to $A$ which are unramified outside $Q$. Here we suppose that $Q$ is divisible only by primes $v \nmid p$. Let $R_Q$ denote the universal deformation ring of $\mathcal{D}$. That is, $R$ is the ring which pro-represents $\mathcal{D}$. We know, following Minkowski, that there are no everywhere unramified extensions of $Q$. So if $F = Q$ and $S = \emptyset$, we know that any $\rho$ must be trivial. But that means there is exactly one $\rho$ for every $A$, and $\mathcal{D}$ is represented by $\mathcal{O}$, so $R_\emptyset = \mathcal{O}$. Suppose we don’t assume Minkowski’s theorem, or, alternatively, we consider general imaginary quadratic fields $F$ or non-trivial sets $Q$. Then we could let $F_Q$ denote the maximal extension of $F$ which is unramified outside $Q$. Certainly any $\rho$ must factor through $\text{Gal}(F_Q/F)$. In fact, more is true. Since $\overline{\rho}$ is trivial, the image of $\rho$ lands in

$$1 + m \subset A^\times,$$

and it is easy to see that the left hand side is a finite abelian $p$-group. So, if $\Gamma$ is the maximal pro-$p$ abelian quotient of $\text{Gal}(F_Q/F)$, then $\rho$ factors through $\Gamma$. Suppose that $A = \mathcal{O}[\Gamma]$. There is a representation

$$\rho^\Gamma : \text{Gal}(F_Q/F) \to \Gamma \to \mathcal{O}[\Gamma]^\times$$

which sends $\gamma \in \Gamma$ to $[\gamma]$. Moreover, given any deformation $\rho$ to some $A$ unramified outside $Q$, it’s easy to see there is a map

$$\pi_A : \mathcal{O}[\Gamma] \to A$$

sending $[\gamma]$ to $\rho(\gamma)$ such that the following diagram commutes:

$$\begin{array}{ccc}
\mathcal{O}[\Gamma]^\times \\
\downarrow \rho^\Gamma \\
R_Q \\
\downarrow \pi_A \\
A^\times.
\end{array}$$

In other words, $R = \mathcal{O}[\Gamma]$ and $\rho^\Gamma = \rho^{\text{univ}}$. The group $\Gamma$ is a pro-$p$ group. The Frattini quotient $\Phi(\Gamma)$ is isomorphic to the Galois group of the maximal abelian extension of $F$ unramified everywhere of exponent $p$. If we gave ourselves class field theory, then we could identify $\Gamma$ with the $p$-part of the ray class group of $F$ of conductor $Q$ (since $v|Q$ by definition does not divide $p$, any extension unramified at $v$ will be tamely ramified at $v$ and so have conductor dividing $Q$. ) Without class field theory, we can still use a theorem of Hermite (which says that there are only finitely many extensions of $F$ of fixed degree and bounded discriminant) to conclude that there are only
finitely many everywhere unramified $\mathbb{Z}/p\mathbb{Z}$-extensions of $F$, and deduce that the Frattini quotient $\Phi(\Gamma)$ is finite. Assuming that $\Phi(\Gamma)$ has $n$ generators, then we deduce that $\Gamma$ has $q$ topological generators for some integer $q$ (either by using standard facts about $p$-groups, or, since we are in the commutative situation, using Nakayama’s Lemma. It follows that $\Gamma$ is a quotient of $\mathbb{Z}_p^q$, and thus $R$ is a quotient of $\mathcal{O}[\mathbb{Z}_p^q] \simeq \mathcal{O}[x_1, \ldots, x_q]$. Returning to the more general formalism, we see that $\text{ad} (\bar{\rho}) = k$ is the trivial representation, and

$$H^1_Q(F, k) = \text{Hom}(\text{Gal}(F_S/F), k) = \text{Hom}(\Gamma, k).$$

The dimension of $H^1_Q(F, k)$ is a fundamentally deep invariant of $F$ which is not something that can be “computed.” Of course, we can compute it in terms of the class group of $F$ — for example, when $Q = \emptyset$, it is equal to the $p$-rank of the class group of $F$, but this is (in some sense, assuming class field theory) simply a description rather than an actual answer. The key way in which Wiles deals with this class group (a special case of a Selmer group) is to play it off against a related but quite distinct “dual” Selmer group. More generally, there is a deep relationship between the groups $H^1(F, M)$ and $H^1(F, M^\vee(1))$ for a $G_F$-module $M$. The origins of this duality go back quite far in number theory, and often (in the classical literature) go by the name “mirror theorems.” They result, ultimately, from the fact that there are two fundamentally different ways to describe abelian $\mathbb{Z}/p\mathbb{Z}$-extensions of a field $F$, namely:

1. Via class field theory, as coming from $\mathbb{Z}/p\mathbb{Z}$ quotients of the class group of $F$.
2. Via Kummer theory, as coming from taking $p$th roots of elements $\alpha \in F(\zeta_p)$.

This relations are wrapped up in what (in Wiles’ formulation) comes down to the Greenberg–Wiles formula, or alternatively comes down to Poitou–Tate duality. But it should really be emphasized that these complicated number theoretical statements are at their heart quite elementary and easy to explain, at least phenomenologically.

Let us suppose that we have a field $K$ of characteristic 0 that contains a $p$th root of unity. Kummer theory gives a very nice characterization of degree $p$ extensions of $K$ as being of the form $K(\alpha^{1/p})$ for some element $\alpha \in K^\times/K^{\times p}$. Let us be a little more precise. Suppose that $L/K$ is the maximal abelian extension of $K$ of exponent $p$ (it will have infinite degree). Then Kummer theory gives a canonical isomorphism:

$$K^\times/K^{\times p} \simeq \text{Hom}(\text{Gal}(L/K), \mu_p) = H^1(\text{Gal}(L/K), \mu_p).$$

Thinking of $\mu_p$ as an $\mathbb{F}_p$-vector space, it is also convenient to write $\mu_p = \mathbb{F}_p(1)$. In fact, even if $K$ does not contain a $p$-th root of unity, one still has
an isomorphism between the first and last terms. Here the map sends $\alpha \in K$ to the homomorphism (or cocycle)

$$\sigma \mapsto \sigma \alpha^{1/p} \in \mu_p.$$ 

Let us now think about $\mathbb{Z}/p\mathbb{Z}$-extensions of $K$ from the perspective of class field theory. We first consider the case when $K$ is local and then when $K$ is global.

When $K$ is a local field, local class field theory provides an Artin map

$$K^\times \to \text{Gal}(\overline{K}/K)^{ab},$$

with dense image, and thus in particular a canonical isomorphism

$$K^\times / K^{\times p} \to \text{Gal}(L/K).$$

Comparing this with the description above, we see that they are compatible in that they both imply that

$$\log_p([L : K]) = \dim K^\times / K^{\times p}.$$ 

On the other hand, they also can be combined to give an isomorphism

$$H^1(K, \mathbb{F}_p(1)) \simeq \text{Hom}(H^1(K, \mathbb{F}_p), \mathbb{F}_p),$$

or a perfect pairing

$$H^1(K, \mathbb{F}_p(1)) \times H^1(K, \mathbb{F}_p) \to \mathbb{F}_p.$$ 

There is also a cup-product map between these groups to $H^2(K, \mathbb{F}_p(1))$, which can be identified with $p$-torsion in the Brauer group, which can be identified with $\mathbb{F}_p$, and this cup product is exactly the pairing constructed above. We can extend scalars of the pairing above to $k$ to obtain a pairing between the cohomology of $k$ with the cohomology of $k(1)$. More generally, if $M$ is any $k[G_K]$-module annihilated by $p$, then one may define

$$M^* = M^\vee(1) = \text{Hom}_k(M, k(1)).$$

We then have the following:

**THEOREM 2.2.1** (Tate local duality). Let $K$ be a local field of characteristic zero, let $k$ be a finite field of characteristic $p$, and let $M$ be a $k[G_K]$-module annihilated by $p$. Then there is a perfect pairing under the cup-product:

$$H^i(K, M) \times H^{2-i}(K, M^*) \to H^2(K, k(1)) = k$$

with the following properties:

1. Let $G_v = \text{Gal}(\overline{K}/K)$, and $I_v \subset G_v$ the decomposition group. Let
$$H^1_{ur}(K, M) = \ker H^1(K, M) \to H^1(I, M) \simeq H^1(G_v/I_v, M^I_v)$$
denote the subspace of unramified classes. If the residue characteristic $\text{res.char}(K)$ of $K$ is different from $p$, then
$$H^1_{ur}(K, M)^\perp = H^1_{ur}(K, M^*).$$
(2) The dimension of $H^1(K,M)$ is equal to
$$\dim H^0(K,M) + \dim H^0(K,M^*) + \begin{cases} \dim(M), & p = \text{res.char}(K), \\ 0, & p \neq \text{res.char}(K). \end{cases}$$

For Global fields, things are more complicated, but yet surprisingly similar. An instructive example is the following. If $\varepsilon$ is the cyclotomic character, then $\mathbb{F}_p(i) = \mu_p^{\otimes i}$ is the one dimensional $\mathbb{F}_p$ vector space on which $G_{\mathbb{Q}}$ acts by $\varepsilon^i$.

We will now us compare the following cohomology groups:
1. $H^1_p(\mathbb{Q}, \mathbb{F}_p(i))$, extensions unramified away from $p$ and with no condition at $p$.
2. $H^1_p(\mathbb{Q}, \mathbb{F}_p(1-i))$, extensions unramified everywhere and additionally totally split at $p$.

Let us try to give the Kummer theory description of $H^1_p(\mathbb{Q}, \mathbb{F}_p(i))$ and compare it to the class field theory description of $H^1_p(\mathbb{Q}, \mathbb{F}_p(1-i))$. Let $G = (\mathbb{Z}/p\mathbb{Z})^\times \cong \text{Gal}(\mathbb{Q}(\zeta_p)/\mathbb{Q})$. There is an inflation map
$$H^1_p(\mathbb{Q}, \mathbb{F}_p(i)) \simeq H^1_p(\mathbb{Q}(\zeta_p), \mathbb{F}_p)^{\varepsilon^i} = H^1_p(\mathbb{Q}(\zeta_p), \mathbb{F}_p(1))^{\varepsilon^1-i}.$$ Ignoring the ramification conditions, Kummer theory gives a nice description of the group $H^1(\mathbb{Q}(\zeta_p), \mathbb{F}_p(1))$ — if we let $K = \mathbb{Q}(\zeta_p)$, it is precisely $K^\times/K^{\times p}$. Let $\mathcal{O} = \mathbb{Z}[\zeta_p]$. Now let us also impose the ramification conditions. Certainly classes in
$$\mathcal{O}[1/p]^\times/\mathcal{O}[1/p]^{\times p} \subset K^\times/K^{\times p}$$
give rise to extensions unramified outside $p$. However, these are not necessarily the only such classes. Namely, given $K(\alpha^1/p)/K$, it is unramified if and only if the ideal $(\alpha)$ has valuation divisible by $p$ for all primes $v \mid p$. But that implies that, as ideals in $\mathcal{O}[1/p]$, $(\alpha) = I^p$ for some ideal $I$ with $I^p$ principal, and hence there is a map
$$0 \to \mathcal{O}[1/p]^\times/\mathcal{O}[1/p]^{\times p} \subset H^1_p(\mathbb{Q}(\zeta_p), \mathbb{F}_p(1)) \to \text{Cl}(\mathcal{O}[1/p])[p].$$

This map is easily seen to be surjective — if $I^p = (\alpha)$, then $K(\alpha^1/p)/K$ is unramified outside $p$. Note that we also have an identification $\text{Cl}(\mathcal{O}[1/p]) = \text{Cl}(\mathcal{O})$. This is because the prime above $p$ is given by $(1 - \zeta_p)$ is principal. Since $G$ has order prime to $p$, we deduce that there is also an identification
$$H^1_p(\mathbb{Q}(\zeta_p), \mathbb{F}_p(i)) \simeq (\mathcal{O}[1/p]^\times/\mathcal{O}[1/p]^{\times p})^{\varepsilon^1-i} \oplus \text{Cl}(K)[p]^{\varepsilon^1-i}.$$ One should not be surprised by the appearance of the class group here — of course, we know that $\mathbb{Z}/p\mathbb{Z}$ quotients of the class group give extensions everywhere unramified and thus certainly unramified outside $p$. However, a closer look shows that the description above is not compatible with this description given the action of $G$! Rather, it relates to the description of $H^1_p(\mathbb{Q}, \mathbb{F}_p(1-i))$. The latter group is isomorphic (again via inflation) to
the classes in $H^1(K, F_p)_{G = \varepsilon^{i-1}}$ which are split at $p$. If we took the group of classes which were merely unramified at $p$ (denoted $H^1_0$), then we would have

$$H^1_0(Q, F_p(1 - i)) = \text{Hom}(\text{Cl}(K), F_p)^{i-1} = \text{Hom}((\text{Cl}(K)/p\text{Cl}(K))^{i-1}, F_p).$$

On the other hand, as noted above, the prime $p$ splits principally in $Q(\zeta_p)$, and hence the prime above $p$ splits completely in any unramified extension of $Q(\zeta_p)$. Hence the description above coincides with $H^1_{\text{ur}}$. For an abelian group $A$ of $p$-power order with an action of a cyclic group $G$ of order prime to $p$, we have $A[p] \simeq A/pA$ as $G$-modules. (Proof: possibly after a finite flat extension, decompose into $G$-eigenspaces.) Thus we have now related both $H^1_p(Q, F_p(i))$ and $H^1_{\text{ur}}(Q, F_p(1 - i))$ to the same group. In particular, we deduce that, for $p > 2$,

$$\dim H^1_p(Q, F_p(i)) - \dim H^1_{\text{ur}}(Q, F_p(1 - i)) = \dim (\mathcal{O}[1/p]^\times/\mathcal{O}[1/p]^{\times p})^{i-1}$$

$$= \begin{cases} 0, & i \equiv 1 \mod 2, \quad i \not\equiv 1 \mod p - 1, \\ 1, & i \equiv 0 \mod 2, \quad i \not\equiv 0 \mod p - 1, \\ 1, & i \equiv 1 \mod p - 1, \\ 1, & i \equiv 0 \mod p - 1, \end{cases}$$

$$= (\dim H^1_p(Q_p, F_p(i)) - \dim H^0(Q_p, F_p(i))) + (\dim H^1(R, F_p(i)) - \dim H^0(R, F_p(i))) - (\dim H^0(Q, F_p(i)) - \dim H^0(Q, F_p(1 - i))).$$

This very classical computation has far reaching generalizations which have several manifestations, including the Poitou–Tate exact sequence. The formulation most useful for direct applications to modularity lifting is the following:

**Theorem 2.2.2** (Greenberg–Wiles formula). For a number field $F$, and a finite $G_F$-module $M$ annihilated by $p$, let $\mathcal{L}_v \subset H^1(F_v, M)$ denote a subspace such that, for all but finitely many $v$, $\mathcal{L}_v$ is precisely the subgroup of unramified classes. Let $\mathcal{L}_v^+$ denote the $\mathcal{L}_v^+ \subset H^1(F_v, M^*)$ under Tate local duality. Let $H^1_{\mathcal{L}}(F, M)$ and $H^1_{\mathcal{L}}(F, M)$ denote the subgroup of cohomology classes which lie in $\mathcal{L}_v$ or $\mathcal{L}_v^*$ respectively for all $v$. Assume that $\mathcal{L}_v = H^1_{\text{ur}}(F_v, M)$ for all but finitely many $v$. Then

$$\frac{\# H^1_{\mathcal{L}}(F, M)}{\# H^1_{\mathcal{L}}(F, M)} = \frac{\# H^0(F, M)}{\# H^0(F, M)} \prod_v \frac{\# \mathcal{L}_v}{\# H^0(F_v, M)}.$$

Although this is certainly more general than the very special example we gave above, they are, in the end, quite similar. By inflation, one can pass to the extension of $F$ where $M$ is trivial, and then once more the result is (at its heart) a reflection of the two descriptions of abelian extensions coming from Kummer theory and Class Field Theory.
2.3. The Taylor–Wiles method Part Three: Automorphic forms for GL(1). Let us now talk about the “automorphic” side. The automorphic side is given by class field theory. But let us only assume the parts of class field theory which we need. First consider the case $F = \mathbb{Q}$. Here the “automorphic forms” we are interested in are coming from finite order characters of $\hat{\mathbb{Z}}$. We know that any such map factors through $(\mathbb{Z}/D\mathbb{Z})^\times$ for some $D$, and that associated to this we obtain a corresponding representation of $\text{Gal}(\mathbb{Q}(\zeta_D)/\mathbb{Q}) = (\mathbb{Z}/D\mathbb{Z})^\times$ which is unramified outside $D\infty$. For an imaginary quadratic number field $F$, there is a similar description, but let us write everything more adelically. For a finite set of places $Q$, let

$$U_Q = \prod_v U_{Q,v},$$

$$U_Q^{(\infty)} = \prod_{v|\infty} U_{Q,v} \subset A_F^{(\infty),\times}, \quad U_{Q,\infty} = \prod_{v|\infty} U_v \subset (F \otimes \mathbb{R})^\times,$$

where,

1. For finite $v$,
   a. $U_{Q,v} = O_{F,v}^\times$ if $v \not\in Q$.
   b. $U_{Q,v} = 1 + \pi_v O_{F,v} \subset O_{F,v}^\times$ if $v \in Q$.

2. For infinite $v$, $U_v$ is a compact group defined as follows:
   a. If $v|\infty$ is real, then $U_v$ is trivial if $v|Q$ and $U_v = \{\pm 1\} \subset \mathbb{R}^\times$ otherwise.
   b. If $v|\infty$ is complex, then $U_v = S^1 = \{z \subset \mathbb{C} \mid |z| = 1\} \subset \mathbb{C}^\times = (F \otimes \mathbb{R})^\times$.

Associated to $Q$, we may then define a space

$$X_Q = F^\times \backslash A_F^\times / U_Q.$$

Let’s unpack exactly what the space $X_Q$ is equal to when $F = \mathbb{Q}$ or an imaginary quadratic field $F$. First, $X_Q$ is a group, and there is a surjective norm map to $\mathbb{R}^+$. Since there is a natural inclusion of $\mathbb{R}^+$ to $(F \otimes \mathbb{R})^\times = \mathbb{R}^\times$ or $\mathbb{C}^\times$, this gives a splitting of this map. Via the logarithm map there is an isomorphism $\mathbb{R}^+ \simeq \mathbb{R}$, and so we can write

$$X_Q = \mathbb{R} \times (F^\times \backslash A_F^{\times,|.|=1} / U_Q).$$

Let’s specialize to the case of $Q = \emptyset$. There is certainly a map

$$(F^\times \backslash A_F^{\times,|.|=1} / U_\emptyset) \rightarrow \text{Cl}(F)$$

which sends $(\alpha_v)$ to the class of $\prod p_v^{v(\alpha_v)}$. The kernel is represented by adeles which are units at every finite place and such that

$$\prod_{v|\infty} |\alpha_v| = 1.$$

For $F = \mathbb{Q}$ or an imaginary quadratic field, this is precisely the set $U_{\emptyset,\infty}$, and so the map above is an isomorphism. Hence $X_\emptyset$ is none other than a copy of $\mathbb{R}$ times the class group. The fields $F$ we are considering here are
precisely the fields for which $X_Q$ is $R$ times a finite group (as we shall see in more detail when we consider the general case below). Let us now consider the set $X_Q$. The same argument as above shows that $X_Q$ is precisely a copy of $R \times \text{ray class group of conductor } Q$. Since the copy of $R$ will be irrelevant for everything that follows, let us write $X_Q = R \times Y_Q$ where

$$Y_Q = (F^\times \backslash A^\times_F / U_Q)$$

Note that $Y_Q$ is precisely the fields for which $X_Q$ is $R$ times a finite group (as we shall see in more detail when we consider the general case below). Let us now consider the set $X_Q$. The same argument as above shows that $X_Q$ is precisely a copy of $R \times \text{ray class group of conductor } Q$. Since the copy of $R$ will be irrelevant for everything that follows, let us write $X_Q = R \times Y_Q$ where

$$Y_Q = (F^\times \backslash A^\times_F / U_Q)$$

Note that $Y_Q$ is as a set isomorphic to the ray class group $R \text{Cl}(Q)$. As a group, it is a union of points. There is an action of the group $R \text{Cl}(Q)$ on $H^\ast(X_Q, \mathcal{O}) = H^\ast(Y_Q, \mathcal{O}) = H^0(Y_Q, \mathcal{O}) = \mathcal{O} \# R \text{Cl}(Q)$ which realizes the latter as the free rank one module $\mathcal{O}[R \text{Cl}(Q)]$. For each $\alpha \in A(\infty) \times F$, we can define a Hecke operator $T_\alpha \in \text{End}_\mathcal{O} H^0(Y_Q, \mathcal{O})$ to be the endomorphism induced by $\alpha$. Since $\alpha$ acts by the image of $\alpha \in R \text{Cl}(Q)$, the $\mathcal{O}$-algebra $T_Q$ of endomorphisms generated by these Hecke operators is precisely $T_Q \simeq \mathcal{O}[R \text{Cl}(Q)]$.

We require the following input:

**Assumption 2.3.1.** There exists a surjective map

$$R_Q \to T_Q = \mathcal{O}[R \text{Cl}(Q)].$$

The corresponding Galois representation $G_F \to \text{GL}_1(T_Q) = T_Q^\times$ has image $R \text{Cl}(Q)$, and has the following properties:

1. If $v \notin Q$, the image of Frobenius is equal to $T_\varpi_v$ for any uniformizer $\varpi_v$ of $F_v$.
2. If $v \in Q$, the composite map

$$Q_v^\times \to (F^\times \backslash A^\times_F / U_Q) \to R \text{Cl}(Q)$$

is equal to the map

$$Q_v^\times \to \text{Gal}(F_v/F_v)^{\text{ab}} \to \text{Gal}(F/F)^{\text{ab}} \to R \text{Cl}(Q)$$

where the first map is the Artin map from local class field theory.

Let’s unpack this assumption for $F = Q$. Here $R \text{Cl}(Q) = (\mathbb{Z}/Q\mathbb{Z})^\times / \pm 1$, and the Galois representation is factoring through $\text{Gal}(Q(\zeta)/Q)$, where $Q(\zeta)$ is the totally real subfield of $Q(\zeta)$. The corresponding Dirichlet character is coming from the canonical map $(\mathbb{Z}/Q\mathbb{Z})^\times \to (\mathbb{Z}/Q\mathbb{Z})^\times / \pm 1$. There are then two compatibilities required. The first is that the Frobenius element at the prime $p$ in $\text{Gal}(Q(\zeta)/Q) = (\mathbb{Z}/Q\mathbb{Z})^\times / \pm 1$ is $[p]$. This is really easy, since Frobenius at $p$ sends $\zeta$ to $\bar{p}$ and so is $[p]$. The second is slightly more tricky, since, at the very least, it requires knowing what the local Artin map is. What is also a little tricky is that we think of Dirichlet characters as maps

$$\hat{\mathbb{Z}} \to (\mathbb{Z}/Q\mathbb{Z})^\times,$$
and it’s not so obvious to see how $Q_v^\times$ for a prime $v$ fits into this picture. So we have to unravel things slightly and think about the isomorphism

$$Q^\times \backslash A^\times/Q \cong R \times ((Z/QZ)^\times/\pm1).$$

What happens to $Z_v^\times$ and $v \in Q_v^\times$ for a prime $v|Q$ under this map? Let’s be careful and imagine that $v \in Z$ is a positive prime number. Let’s also be nice to ourselves and imagine that $Q$ itself is a prime power. (The general case then follows using the Chinese remainder theorem.) Then we want to compute the image of $v \in Q_v^\times$. This first maps to the idele $(1,1,\ldots,1,v,1,\ldots)$ with $v$ in the slot at $v$ and $1$ everywhere else. We can then multiply by the element of $U_Q$ which is $v$ at all other places. Here is where it is convenient to assume that $Q$ is a power of $v$ so this element does actually lie in $U_Q$. Since this element lies in $U_Q$, it maps to the same element of the RHS. Finally, we adjust by the diagonal element $v \in Q^\times$ to get the idele which is $1$ at all finite places and $v^{-1}$ at the infinite place. But the map from the connected group $R^\times/U_{Q,\infty}$ to $((Z/QZ)^\times/\pm1)$ is certainly trivial, and thus $v \in Q_v^\times$ also has trivial image. If, on the other hand, we take a general $u \in Z_p^\times$, then the map comes from the inclusion $Z_p^\times \to \hat{Z}^\times$, and this is sent to $u \in ((Z/QZ)^\times/\pm1)$. In the end, we deduce that the map

$$Q_v^\times \to ((Z/QZ)^\times/\pm1)$$

sends the positive integer $v$ to $1$ and sends a unit $u$ to the class of $u \mod Q$.

Now we must compare this to the map coming from local class field theory. First of all, we need to recall some facts about Lubin–Tate groups. Fortunately, I once had a senior thesis student who wrote a beautifully clear exposition on Lubin–Tate groups. Hence, whenever a student asks me a question about Lubin–Tate groups, I simply direct them to [Rie06]. We need to show that the Artin map from $Q_v^\times$ to $((Z/v^nZ)^\times = \text{Gal}(Q_v(\zeta_{vn})/Q_v)$ does indeed send $v$ to $1$ and a unit $u$ to $[u]$. For this, we can choose the Lubin–Tate formal group to be the one associated to $f(X) = (1 + X)^v - 1 = vX \mod X^2$, which corresponds to the formal group law $F_f(X,Y) = XY + X + Y$. In particular, for $u \in Z_p^\times$, we have the endomorphism

$$[u]X = (1 + X)^u - 1.$$ 

It follows that the $Q = v^n$-torsion is precisely $\mu_Q$, and the action of $u \in Z_p^\times$ is given by

$$((\zeta - 1) + 1)^u - 1 = \zeta^u - 1,$$

which is precisely $[u] \in (Z/QZ)^\times = \text{Aut}(\mu_Q) = \text{Gal}(Q_v(\zeta_Q)/Q_v)$. The claim that $v$ maps to zero precisely comes from the construction of the corresponding tower, since $v$ is the coefficient of $X$ in $f(X)$. To give a second argument, the claim that $v$ maps to zero is equivalent to the claim that $v$ is a norm in $Q_v(\zeta_{vn})/Q_v$. But we can check directly that $v$ is the norm of $(1 - \zeta_{vn})$ (as long as $v \neq 2$, in which case everything is trivial).
As for the case of an imaginary quadratic field $F$, things are a little more complicated. One can still find explicit proofs using the theory of CM elliptic curves, although we shall not do this.

**Remark 2.3.2.** The main statements of global class field theory directly imply Assumption 2.3.1. The analysis above is just to show that one can verify Assumption 2.3.1 directly from knowledge of cyclotomic fields and local class field theory.

### 2.4. The Taylor–Wiles method Part Four: Taylor–Wiles gluing.

Now we bring some of the threads together. For a moment, let $F$ be a general field. Let us assume that $\zeta_p \not\in F$. (For $[F : \mathbb{Q}] \leq 2$, this means that $p \neq 2$, and $p \neq 3$ when $F = \mathbb{Q}(\sqrt{-3})$, but otherwise is no restriction.) If the Selmer group is $H^1_{\text{ur}}(F, k)$ where the condition is that all the primes outside $\mathbb{Q}$ are unramified and with no condition at $\mathbb{Q}$. The classes in $H^1_{\mathbb{Q}}(F, k(1))$ dual to the unramified classes in $H^1_{\mathbb{Q}}(F, k)$ are the peu-ramifée classes. Hence the dual Selmer group is $H^1_{\mathbb{Q}^*}(F, k(1))$, where all classes are unramified outside $p$ where they are peu-ramifée, and are also totally split at $\mathbb{Q}$. From Theorem 2.2.2, we deduce the following:

**Lemma 2.4.1.** Let $F/\mathbb{Q}$ be a field which does not contain $\zeta_p$. Let $q = \dim H^1_{\emptyset}(F, k)$. Then

$$\dim H^1_{\emptyset^*}(F, k(1)) = q + (r_1 + r_2) - 1,$$

where $(r_1, r_2)$ is the signature of $F$. In particular, if $F = \mathbb{Q}$ or an imaginary quadratic field, then

$$\dim H^1_{\emptyset}(F, k) = \dim H^1_{\emptyset^*}(F, k(1)).$$

**Proof.** (cf.§8.2 of [CG18].) We first prove this using the Greenberg–Wiles formula (Theorem 2.2.2). All terms are trivial away from $v|p$ and $v|\infty$. Hence we have

$$\frac{\#H^1_{\emptyset}(F, k)}{\#H^1_{\emptyset^*}(F, k(1))} = \frac{\#H^0(F, k)}{\#H^0(F, k(1))} \prod_v \frac{\#H^1_{\text{ur}}(F_v, k)}{\#H^1(F_v, k(1))}.$$  

If $v|p$, then $H^1_{\text{ur}}(F_v, k)$ is 1-dimensional. The $H^0$ factor which has order $\#k$ since $\zeta_p \not\in F$ and hence $H^0(F, k(1)) = 0$. Hence the only remaining factors are at $v|\infty$. Since $p \neq 2$, $H^1(F_v, k) = 0$. Thus there is a $1/\#k$ factor for all $v|\infty$, and since there are exactly $r_1 + r_2$ infinite places, the result follows. □

**Remark 2.4.2.** For $F = \mathbb{Q}$, we proved the required case of Theorem 2.2.2 directly. However, the careful reader will note that even this direct proof used the identification of $\mathbb{Z}/p\mathbb{Z}$-quotients of the class group with unramified extensions. Thus we will (ultimately) be giving a circular argument to show that $\mathbb{Q}$ has no unramified $\mathbb{Z}/p\mathbb{Z}$-extensions for $p > 2$, since we will have assumed in our argument that such extensions come from the class group, which is trivial. One way to avoid this, and which is used in the usual proof of Kronecker–Weber for $\mathbb{Q}$, is to invoke Minkowski to show that there are
no unramified extensions of $\mathbb{Q}$ at all. We are less concerned with avoiding circularity than we are in explaining the method, so we don’t do that here, and simply note that invoking Minkowski leads to an alternate proof of Lemma 2.4.1 for $F = \mathbb{Q}$. (Both groups are trivial in this case.)

2.4.3. Minimal Modularity Theorems. The basic idea is now to choose auxiliary sets of primes $Q$ of size $q$ and consider $R_Q$. The goal is to choose these primes so that $T_Q$ gets bigger, but the tangent space of $R_Q$ does not get bigger. To do this, we want $H^1_Q(F, k)$, which contains $H^1_0(F, k)$, to still be of dimension $q$, but we also want the primes $q \in Q$ to be $1 \mod p^N$ for large $N$.

**Lemma 2.4.4 (Annihilating the Dual Selmer Group).** Let $F = \mathbb{Q}$ or suppose that $F$ is an imaginary quadratic field, and suppose that $\zeta_p \notin F$. Let $q = \dim H^1_Q(F, k)$. Let $N \geq 1$ be any integer. Then there exist infinitely many sets of primes $Q = \{v\}$ with $N(v) \equiv 1 \mod p^N$ and $|Q| = q$ such that:

$$\dim H^1_Q(F, k) = q.$$ 

**Proof.** A calculation with the Greenberg–Wiles formula (as above) shows that, for an set $Q$ of primes $\{v\}$ with $N(v) \equiv 1 \mod p^N$ and $|Q|$ of any cardinality, one has

$$\dim H^1_Q(F, k) - \dim H^1_Q(F, k(1)) = |Q|.$$ 

In particular, as one starts adding primes to $Q$, either $H^1_Q(F, k)$ goes up in dimension by one or $H^1_Q(F, k(1))$ goes down in dimension by one. So it suffices to show that, for any non-zero class $[c] \in H^1_Q(F, k(1))$ which is non-trivial, there exists a prime $v$ with $N(v) \equiv 1 \mod p^N$ such that $[c]$ is non-trivial in $H^1(F_v, k(1))$. Then, if one adds $v$ to $Q$, one annihilates the class $[c]$. Note that $H^1_0(F, k(1)) \subset H^1(F, k(1))$ is isomorphic to $F^\times/F^{\times p}$ (tensor with $k$). Thus the problem becomes equivalent to showing that, for any $\alpha \in F^\times$ which is not a $p$th power, there is a prime $v$ with $N(v) \equiv 1 \mod p$ such that $\alpha$ is not a $p$th power in $F_v^\times$. Assume otherwise. Then $\alpha \in F(\zeta_p^\alpha)_{v}$ is a $p$th power for every prime which splits completely, since all such primes have norm $\equiv 1 \mod p$. But then, by Cebotarev applied to $F(\zeta_p^\alpha, \alpha^{1/p})$, it follows that $\alpha$ is a $p$th power in $F(\zeta_p^\alpha)$. By Kummer theory, the extension $F(\alpha^{1/p}, \zeta_p)$ has degree $p$ over $F(\zeta_p)$. But if this extension is contained in $F(\zeta_p^\alpha)$, it must coincide with $F(\zeta_p^\alpha)$, and then, up to a $p$th power, it follows that $\alpha = \zeta_p$. But we assumed that $\zeta_p \notin F$, so we are done. \qed

With this in hand, we now consider such sets $Q$, and for these sets we the following diagram:

$$\mathcal{O}[x_1, \ldots, x_q] \longrightarrow R_Q \longrightarrow T_Q \longrightarrow R_0 \longrightarrow T_0$$
All of the Galois representations involved can be restricted to $G_{\mathbb{Q}_v}$ for $v | Q$. Hence they are all deformations of the trivial representation of $G_{\mathbb{Q}_v}$, and thus deformations of $G_{\mathbb{Q}_v}^{ab}$. The local deformation ring will be precisely

$$\mathcal{O}[Q_v^\times \otimes \mathbb{Z}_p]$$

If we choose $Q$ so that $v$ is prime to $p$, then there is an exact sequence

$$0 \rightarrow \mathbb{Z}_v^\times \rightarrow Q_v^\times \rightarrow \mathbb{Z} \rightarrow 0,$$

where the last map is the valuation map, and the inclusion corresponds to the image of inertia at $v$ in $G_{\mathbb{Q}_v}^{ab}$. Thus, restricting to inertia, all of the rings involved are modules over

$$O_J \mathbb{Z}_v^\times \otimes \mathbb{Z}_p \cong O_J (\mathbb{Z}/v\mathbb{Z}) \otimes \mathbb{Z}_p.$$

Since $Q$ contains $q$ primes which are of the form $1 \mod p^N$, this latter ring is a quotient of

$$S_\infty = O[t_1, \ldots, t_q]$$

and it acts through a quotient which surjects onto

$$O[t_i]/((1 + t_i)p^N - 1).$$

**Lemma 2.4.5.** If $a$ denotes the augmentation ideal $(t_1, \ldots, t_q)$ of $S_\infty$, then $R_Q/a \cong R_0$, and $T_Q/a \cong T_0$. Indeed, the ring $T_Q$ is free over the quotient

$$\mathcal{O}[\{t_i\}/((1 + t_i)p^N - 1)].$$

**Proof.** The claim for $R_Q$ is obvious, since we are exactly imposing on our deformations that they be unramified at $Q$. The claim for $T_Q$ follows from our identification $T_Q \cong \mathcal{O}[\text{RCI}(Q) \otimes \mathbb{Z}_p]$, and that $(\mathbb{Z}/v\mathbb{Z})^\times \otimes \mathbb{Z}_p$ is naturally a subgroup of $\text{RCI}(Q)$. Note that we are crucially using here the fact that the unit group is finite and there are no units of order $p$, so that the exact sequence of class field theory

$$\mathcal{O}_F \otimes \mathbb{Z}_p \rightarrow (\mathcal{O}_F/Q\mathcal{O}_F)^\times \otimes \mathbb{Z}_p \rightarrow \text{RCI}(Q) \otimes \mathbb{Z}_p \rightarrow \text{Cl}(\mathcal{O}_F) \otimes \mathbb{Z}_p \rightarrow 0$$

becomes a short exact sequence, because the first term vanishes.

Now, the magic of patching happens. Namely, one considers these diagrams as $Q$ varies with $N$ getting larger and larger, and then patch them formally with respect to the actions of the two power series rings ignoring everything except for the action of the two power series rings and the fact that the action of $S_\infty$ can be lifted through the action of $O[x_i]$. The original argument is still pretty much the one that still works now. Alternatively, one can use the variation of ultrapatching as introduced by Scholze. The poor man’s version of ultrapatching is just to imagine that one chooses these auxiliary primes $v \equiv 1 \mod p^\infty$. This doesn’t literally make sense, but if you imagine it does make sense then you don’t go wrong. However, I guess it is
incumbent on me to give at least one argument. Let me consider the special case when \( q = 1 \), which is no easier mathematically but significantly easier notationally. Let us choose any appropriate sequence \( Q = \{q_N\} \) of primes such that \( q_N \equiv 1 \mod p^N \). Let \( a_N = ((1+t)p^N - 1) \). Then, for each \( M \geq N \), we obtain a diagram as follows:

\[
\begin{array}{cccc}
\mathcal{O}/\mathcal{O}[x]/a_N & R_{Q_M}/(a_N, \omega^N) & \Rightarrow & T_{Q_M}/(a_N, \omega^N) \\
S_\infty/(a_N, \omega^N) & R_\emptyset/\omega^N & \Rightarrow & T_\emptyset/\omega^N
\end{array}
\]

Call this diagram \( D_{M,N} \). For \( N' \leq N \), there is a commutative diagram \( D_{M,N} \rightarrow D_{M,N'} \). Now every single object here is, after fixing \( N \), of uniformly bounded length over the finite ring \( S_\infty/(a_N, \omega^N) \). The same applies to \( D_{M,N'} \) for all \( N' \leq N \), as well as all the maps \( D_{M,N} \rightarrow D_{M,N'} \). Thus every possible piece of data (thinking only of these objects as \( S_\infty \) and \( \mathcal{O}[x] \)-modules, together with all the corresponding morphisms between them) is finitary, and thus, by the pigeonhole principle, there exists an infinite subsequence of \( q_M \) for which the finite collection of commutative diagrams \( D_{M,N} \rightarrow D_{M,N'} \) are all the same. Repeating this with larger \( M \), we end up with patched rings \( R_\infty \) and \( T_\infty \) such that

\[
R_\infty/(a_N, \omega^N) \simeq R_{Q_M}/(a_N, \omega^N), \quad T_\infty/(a_N, \omega^N) \simeq T_{Q_M}/(a_N, \omega^N)
\]

for all \( N \) and \( M \). Then we end up with a diagram (dropping our notational ruse and returning to the case \( q = q \)):

\[
\begin{array}{cccc}
\mathcal{O}[x_1, \ldots, x_q] & \rightarrow & R_\infty & \rightarrow & T_\infty \\
S_\infty \simeq \mathcal{O}[t_1, \ldots, t_q] & \rightarrow & R_\emptyset & \rightarrow & T_\emptyset
\end{array}
\]

Here we choose a lift of \( S_\infty \rightarrow R_\infty \) to \( \mathcal{O}[x_1, \ldots, x_q] \) which is possible because \( S_\infty \) is free. Since the rings \( T_{Q_M}/(a_N, \omega^N) \) were all free (of the same rank) over \( S_\infty/(a_N, \omega^N) \), we deduce that \( T_\infty \) is free as a module over \( S_\infty \). But that gives a regular sequence of length \( q + 1 \) of \( T_\infty \) considered as an \( W[x_1, \ldots, x_q] \)-module. But that forces it to have positive rank over this module, which forces \( R_\infty \) to have positive rank, which forces them both to be free of rank one, which forces them to be isomorphic, which then, taking the quotient by the augmentation ideal \( a \), shows that \( R_\emptyset = T_\emptyset \). Hence we prove that all unramified abelian exponent \( p \) extensions come from \( Cl(\mathcal{O}_F) \otimes \mathbb{Z}_p \).

2.5. The Taylor–Wiles method Part Five: the Calegari–Geraghty modification. Suppose we now try to do the same thing with a general field \( F \). At first, thing seem even easier. We get

**Lemma 2.5.1 (Annihilating the Dual Selmer Group, Version Two).** Let \( F = \mathbb{Q} \) or suppose that \( F \) is an imaginary quadratic field, and suppose that \( \zeta_p \notin F \).
Let $q = \dim H_0^0(F, k)$. Let $N \geq 1$ be any integer. Then there exist infinitely many sets of primes $Q = \{v\}$ with $N(v) \equiv 1 \mod p^N$ and $Q = q + l_0$ where $l_0 = r_1 + r_2 - 1$ such that:

$$\dim H_Q^0(F, k) = q.$$

But now, when we introduce the auxiliary sets $Q$, it is no longer the case that $T_Q$, which should be $O[RCl(Q) \otimes \mathbb{Z}_p]$, is free over $O[(O_F/Q) \otimes \mathbb{Z}_p]$. This is because the presence of units mean that $T_Q$ will generally be smaller than this. On the other hand, this is a good thing — if $T_Q$ was free, then running the same argument with sets of size $|Q| = q + l_0$, we would get a diagram

$$O[x_1, \ldots, x_q] \rightarrow R_\infty \rightarrow T_\infty$$

And now we would get a regular sequence of $T_\infty$ as an $O[x_1, \ldots, x_q]$ module of length $q + l_0 > q$, which is not possible if $T_\emptyset$ is $p$ torsion free (which it is). So the key point is to show that $T_Q$ is somehow “big enough” as a module over $S_\infty$ so that the patched ring $T_\infty$ has a regular sequence of length $q$, which is enough to win.

The key is to look closer at the space

$$X_Q = (F^\times \setminus \mathbb{A}_F^\times / U_Q).$$

When $F = \mathbb{Q}$ or an imaginary quadratic field, this space was just a copy of $\mathbb{R}$ times the finite group $RCl(Q)$. This is not the case in general. We know that it surjects onto $RCl(Q)$, and this is indeed its largest finite quotient and hence the component group. But what do the fibres look like? Let’s consider the fibre at the connected component. Since $A_F^{(\infty, \times)}$ is totally disconnected, there is a surjection from the connected component of the identity of $(F \otimes \mathbb{R})^{\times} / U_{Q, \infty}$, which is $(F \otimes \mathbb{R})^{Q, \times} / U_{Q, \infty}$, where

$$(F \otimes \mathbb{R})^{Q, \times} = \prod_{v|\infty} \begin{cases} \mathbb{R}^+ \subset \mathbb{R}^\times, & v \text{ real and } v|Q, \\ F_v^\times, & \text{otherwise.} \end{cases}$$

Hence we should examine the image of the map

$$(F \otimes \mathbb{R})^{Q, \times} / U_{Q, \infty} \rightarrow X_Q = (F^\times \setminus \mathbb{A}_F^\times / U_Q).$$

Anything in $O^\times_F \cap U_Q$ maps to zero in $X_Q$. A diagram chase identifies the image with

$$(O_F^\times \cap U_Q) \setminus (F \otimes \mathbb{R})^{Q, \times} / U_{Q, \infty}.$$
from $X_Q \rightarrow X_0$, the induced map on the connected component of the identity is precisely the surjection

$$(\mathcal{O}_F^\times \cap U_Q)(F \otimes \mathbb{R})^{Q,\times} / U_{Q,\infty} \rightarrow \mathcal{O}_F^\times / (F \otimes \mathbb{R})^{\times} / U_{0,\infty}.$$  

We shall also need to account for the intersection $\mathcal{O}_F^\times \cap U_Q$ and $U_{Q,\infty}$ inside $(F \otimes \mathbb{R})^{\times}$. By Kronecker’s theorem, any unit in $U_{Q,\infty}$ is precisely a root of unity. Hence the degree of the map from $X_Q$ to $X_0$ on the connected component of the identity is exactly

$$\left[ \mathcal{O}_F^\times : (\mathcal{O}_F^\times \cap U_Q) \right] / \left[ \mu_F : \mu_F \cap U_Q \right].$$  

For example, if $F = \mathbb{Q}$ or an imaginary quadratic field, then $\mathcal{O}_F^\times = \mu_F$ and both the numerator and denominator are the same, and so the degree of the map is one — this is not surprising given the fact that the fibres are contractible and the map is a covering map. Remember that there is also an exact sequence

$$0 \rightarrow \mathcal{O}_F^\times / (\mathcal{O}_F^\times \cap U_Q) \rightarrow U_0 / U_Q \rightarrow \text{RCl}(Q) \rightarrow \text{Cl}(\mathcal{O}_F) \rightarrow 0.$$  

The map $X_Q \rightarrow X_0$ is a covering map with Galois group $\Delta_Q$, where $\Delta_Q$ is the quotient

$$0 \rightarrow \mu_F / (\mu_F \cap U_Q) \rightarrow U_0 / U_Q \rightarrow \Delta_Q \rightarrow 0,$$

and the analysis above shows that this covering breaks up as a disconnected part and a covering map of tori.

Let us examine the cohomology of $X_Q$ and the concomitant action of Hecke operators $T_\alpha$ for $\alpha \in \mathbf{A}_F^{(\infty)}$. The component group is isomorphic to $\text{RCl}(Q)$. Since the connected components are copies of $\mathbb{R}$ times a torus of dimension $l_0 = r_1 + r_2 - 1$, we deduce that

$$H^*(X_Q, \mathcal{O}) \simeq H^0(X_Q, \mathcal{O}) \otimes \bigwedge^* (\mathbb{Z}^{r_1+r_2-1}).$$

The Hecke operator $T_\alpha$ on cohomology just comes from the action of $\alpha$ on $X_Q$. On $H^0(X_Q, \mathcal{O})$, the operator $T_\alpha$ acts by the class $[\alpha]$ on the component group $\text{RCl}(Q)$. To determine the geometric action on higher cohomology classes, we describe the action of $\alpha$ on the connected components. Suppose that $[\alpha]$ is trivial in $\text{RCl}(Q)$. It follows that the projection of $\alpha$ to $\mathbf{A}_F^{(\infty),\times}$ can be written as $xu$ where $x \in F^{\times}$ and $u \in U_Q^{(\infty)}$. But then $\alpha \in X_Q$ is equivalent to the image of $x^{-1}$ in $(F \otimes \mathbb{R})^{\times}$. The corresponding action of $\alpha$ on the connected component is thus via multiplication by $x^{-1}$. But the identification of this space with a torus (times $\mathbb{R}$) is via the logarithm map, and hence $\alpha$ acts by translation on the tori, and $T_\alpha$ acts trivially on the corresponding cohomology classes. It follows that the $\mathcal{O}$-linear endomorphisms of $H^*(X_Q, \mathcal{O})$ generated by $T_\alpha$ are all coming via the action on the component group, and if $T_Q \subset \text{End}_\mathcal{O} H^*(X_Q, \mathbb{Z})$ denotes the ring generated by these operators, then the action of $T_Q$ on $H^0(X_Q, \mathcal{O})$ factors precisely through the group ring $\mathcal{O}[\text{RCl}(Q)]$, and hence $T_Q \simeq \mathcal{O}[\text{RCl}(Q)]$, as before.
So now comes the crucial question: how does one compare $T_Q$ to $T_\emptyset$?

There is certainly a map of geometric spaces $X_Q \to X_\emptyset$

which is Galois with covering group $\Delta_Q$. But this covering can either come from increasing the number of connected components, or from some unwinding of the circles. What information, if any, can we deduce about the component group of the cover? The first thing to note is that $X_Q$ has cohomological dimension $l_0$. Thus we can represent the cohomology of $X_\emptyset$ by a perfect complex $M_\emptyset$ of $O$-modules of amplitude $[0, l_0]$. But pulling this back to $X_Q$, we may represent the cohomology of the cover by a perfect complex $M_Q$ of $O[\Delta_Q]$-modules of amplitude $[0, l_0]$, and moreover, we will have

$$M_Q \otimes_{O[\Delta_Q]} O = M_\emptyset.$$

Does this give any information at all? What one should imagine is that we can choose our auxiliary set $Q$, now of order $q + l_0$, to consist of primes $v \equiv 1 \mod p^\infty$ (and not divisible by any other primes! — thus we really consider not all of $X_Q$ but the intermediate quotient from $X_Q \to X_\emptyset$ whose degree has $p$-power order, and replace $\Delta_Q$ with its maximal $p$-power order quotient).

Then we end up with a complex $M_\infty$ with the following properties:

1. $M_\infty$ is a perfect complex of $S_\infty = O[t_1, \ldots, t_q + l_0]$-modules.
2. The action of $S_\infty$ factors through the map $O[x_1, \ldots, x_q] \to R_\infty \to T_\infty = \text{End}_O M_\infty$.

It’s immediately obvious that the cohomology of $M_\infty$ over $S_\infty$ can’t contain any free modules, because $S_\infty$ has to act via a ring of much smaller dimension. In fact, all the cohomology terms must have codimension at least $l_0$. However, we have the following:

**Lemma 2.5.2** (cf. Proposition 6.2 of [CG18]). Let $M_\infty$ be a perfect complex of $S_\infty = O[t_1, \ldots, t_q + l_0]$ modules of amplitude $[0, l_0]$. Suppose that $H^*(M_\infty)$ has codimension at least $l_0$ as an $S_\infty$-module. Then $M_\infty$ is a resolution of a module $M_\infty$ of codimension exactly $l_0$. In particular, in the derived category, $M_\infty \simeq M_\infty[l_0]$ is concentrated in degree $l_0$.

We won’t prove this here, but it is basically an easy generalization of the fact that the kernel of any map of regular local rings is either zero or has positive rank. The conclusion, however, is that we now have a single module $M_\infty$ which has exactly the right size — co-dimension $l_0$ over $S_\infty$, and so, by some standard commutative algebra, of positive rank over $R_\infty$, which forces $R_\infty = T_\infty$ and $R_\emptyset = T_\emptyset$.

**2.6. The Taylor–Wiles method Part Six: Abstract Formalism.**

Let us extract the following lessons from the previous sections. In order to prove that $R_\emptyset = T_\emptyset$, what we really need is the following:
Desiderata

2.7. We would like to construct a sequence of compatible complexes $M^\bullet_Q$ for auxiliary sets $Q$ with a suitable action of $T_Q$ with the following properties:

1. $M^\bullet_Q$ is a perfect complex of $\mathcal{O}[\Delta_Q]$-modules of amplitude $[0, l_0]$ for $\Delta_Q$ the pro-$p$ quotient of $U_\emptyset/U_Q$.

2. $H^*(M^\bullet_Q)$ has an action of $T_Q$, and there exists a corresponding Galois representation $R_Q \to T_Q$ such that:

   (a) This representation on inertia at $Q$ gives rise to a map $\mathcal{O}[\Delta_Q] \to R_Q$ such that, if $a_Q$ is the augmentation ideal of this ring, then $R_Q/a_Q = R_\emptyset$, and the action of $\mathcal{O}[\Delta_Q]$ on $T_Q$ is compatible with the action of this ring on $M^\bullet_Q$.

   (b) For the deformations we are considering, there is the corresponding relation between the dimension of the Selmer group and dual Selmer group:

$$l_0 = \dim H^1_\emptyset(F, \text{ad}(\overline{\rho})) - \dim H^1_\emptyset(F, \text{ad}(\overline{\rho})).$$

In particular, if the dimensions of the Selmer group and dual Selmer group are $q$ and $q + l_0$ respectively, there should also exist sets $Q$ of size $q + l_0$ consisting of primes $\equiv 1 \mod p^N$ for any $N$ such that the dual tangent space of $R_Q$ vanishes and the tangent space of $R_Q$ has dimension $q$.

2.8. The invariant $l_0$. It is useful to know in any situation how to compute what the invariant $l_0$ should be. We give the answer here in a fairly general case. Consider a representation $\overline{\rho} : G_F \to G^\vee(k)$, where $G^\vee$ is a split reductive group over $\mathbb{Q}$ and such that $G^\vee(\mathbb{C})$ is the dual group of another split reductive group $G$. Associated to this, we may attach a universal global deformation ring $R^\text{univ}$, a universal local deformation ring $R^\text{loc}$, and a local Kisin deformation ring $R^\text{loc}$ which is a closed subscheme of $R^\text{loc}$ cutting out semistable representations of some fixed type and Hodge–Tate weights. The map $\text{Spec}(R^\text{univ}) \to \text{Spec}(R^\text{loc})$ should under reasonable hypotheses be a finite morphism (see, for example, [AC14 Theorem 1]), and for the purposes of the next few lines one can replace $R^\text{univ}$ by its image and consider it as a closed subscheme of $\text{Spec}(R^\text{loc})$. The global deformation
ring $R^\text{glob}$ of $p$ which cuts out deformations of type $v$ is simply the ring

$$R^\text{glob} = R^\text{univ} \otimes_{R^\text{loc}} R^v.$$  

Note that $R^\text{glob}$ is an $O$-algebra and (for some choices of $p$ and $v$) does have global points and so often has relative dimension at least 0 over Spec($O$). However, the ring $R^\text{glob}$ also has a “virtual dimension over Spec($O$)” given by

$$-l_0 = \dim R^\text{univ} + \dim R^v - \dim R^\text{loc}.$$  

(Here the dimension denotes the relative dimension over $O$, or the dimension of the corresponding rigid analytic space.) The fact that $-l_0$ always turns out to be $\leq 0$ reflects the expectation (given the Fontaine–Mazur conjecture) that, having fixed a weight, an inertial type, and a set of primes of bad reduction, then $R^\text{glob}$ should have only finitely many $\mathbb{Q}_p$-valued points. The fact that $l_0$ is often quite large even when $R^\text{glob}$ does have $\mathbb{Q}_p$-valued points reflects the fact that the intersection between the local and global deformation rings will not (in general) be transverse. This suggests taking into account not only the intersection $R^\text{glob}$ but also the derived intersections. This is precisely what is considered in the papers [Ven17, GV18].

The actual computation of $l_0$ is now an exercise in Galois cohomology, at least under the assumption (which one expects to be true) that the local and global deformation rings are complete intersections, and that the dimension of $R^v$ depends only on the Hodge–Tate weights. (This is known in many cases if not in complete generality.) The Galois cohomology computation reduces, using Euler characteristic formulas, into local terms depending only on the places $v|p$ and $v|\infty$. This allows us to split $l_0$ into three terms which depend on the weight, the group $G$, and the conjugacy class of complex conjugation $c_v$ at $v|\infty$ respectively. More precisely:

1. $l_{0,p}$ will be the difference between the dimension of the local Kisin deformation ring at a regular weight with the dimension in the weight corresponding to $v$.
2. $l_{0,G}$ will be a factor that depends only on $G$.
3. $l_{0,\infty}$ will be a factor that depends only on the conjugacy classes of $\bar{p}(c_v)$ acting on the adjoint representation, where $c_v$ for $v|\infty$ is complex conjugation in $G_{F_v}$ as $v$ ranges over all real places $v$ of $F$.

We have effectively already computed the invariant $l_0$ for GL(1) (it is $r_1 + r_2 - 1$), so let us assume that $G$ is semisimple. (Alternatively, we could assume that $G$ is reductive, and then make sure to fix determinants for all our deformation rings.) Let us assume that $p > 2$ is totally split in $F$, and restrict ourselves to ordinary deformations. More specifically, fix a choice $T^v$ and $B^v$ of a torus and a Borel subgroup. Then we consider deformations such that $\rho|G_{F_v}$ can be conjugated to land inside some fixed Borel subgroup $B^v(\mathbb{Q}_p)$, and we furthermore fix the corresponding representation on inertia

$$\psi : I_v \to B^v(\mathbb{Q}_p) \to T^v(\mathbb{Q}_p).$$
Finally, we additionally require that the representation be semistable. This implies that $\psi$ is a direct sum of integral powers of the cyclotomic character. We may view $\psi$ as coming from an algebraic map from $G_m$ to $T^\vee$, and hence as an element $\eta^\vee$ of the cocharacter group $X^*(G^\vee)$. We further demand that $\eta^\vee$ is dominant with respect to $B^\vee$. Let $W_{\eta^\vee} \subseteq W$ denote the stabilizer of $\eta^\vee$ under the action of the Weyl group. The group $W_{\eta^\vee}$ is the Weyl group of some Levi subgroup $L^\vee$ of $G^\vee$ with unipotent subgroup $U^\vee \subset L^\vee$. (Warning: $U^\vee$ is the unipotent subgroup of the Levi, not the unipotent of the parabolic subgroup $P^\vee$ with Levi $L^\vee$!) We now define the contribution to $l_0$ coming from $v|p$, namely,

$$l_{0,p} = \sum_{v|p} \dim U^\vee_v.$$  

The number $\dim U^\vee_v$ is exactly the dimension of the local framed ordinary deformation ring at regular weight minus the dimension of the deformation ring at the weight we are considering. (The regular weights correspond precisely to $\eta^\vee$ lying in the interior of the Weyl chamber, or equivalently weights such that $W_{\eta^\vee}$ is trivial.)

We next turn to the contribution at $v|\infty$. For each $v|\infty$, either $F_v \simeq \mathbb{R}$, and there exists a complex conjugation $c_v \in \text{Gal}(\overline{F}_v/F_v)$ of order two, or $F_v \simeq \mathbb{C}$. For $F_v \simeq \mathbb{R}$, the contribution at this place is

$$\dim B^\vee(\mathbb{R}) - \dim \text{ad}(\overline{\rho})^{c_v} = -1.$$ 

Since $p > 2$, the involution $c_v$ lifts to involution on $g^\vee$ in characteristic zero, and we may re-write this formula as

$$\dim B^\vee(\mathbb{R}) - \frac{1}{2} (\dim g^\vee - \text{Trace}(c|g^\vee)).$$ 

If $K(\mathbb{R}) \subset G(\mathbb{R})$ is a maximal compact subgroup, then there is an inequality ([BV13] Prop. 6.1)

$$\text{Trace}(c|g^\vee) \geq \text{rank}(G(\mathbb{R})) - 2 \cdot \text{rank}(K(\mathbb{R})),$$

with equality for a unique conjugacy class (which one calls “odd” involutions). Hence, writing $\dim G(\mathbb{R}) = 2 \dim B(\mathbb{R}) - \text{rank}(G(\mathbb{R}))$, this factor can also be written in the form:

$$\text{rank}(G(\mathbb{R})) - \text{rank}(K(\mathbb{R})) + \frac{1}{2} (\text{Trace}(c|g) - (\text{rank}(G(\mathbb{R})) - 2 \cdot \text{rank}(K(\mathbb{R})))),$$ 

which exhibits this factor as the sum of two non-negative quantities. The first is trivial if and only if $G(\mathbb{R})$ admits discrete series, and the second is trivial if and only if $c_v$ is odd. Finally, when $F_v \simeq \mathbb{C}$, the quantity is

$$\dim B(\mathbb{C}) - \dim \text{ad}(\overline{\rho}) = 2 \dim B(\mathbb{R}) - \dim G(\mathbb{R}) = \text{rank}(G(\mathbb{R})), $$

which is always positive. Writing rank to mean the real rank, we have equalties $\text{rank}(G(\mathbb{C})) = 2 \cdot \text{rank}(G(\mathbb{R}))$ and $\text{rank}(K(\mathbb{C})) = \text{rank}(G(\mathbb{R}))$, and hence we may also write this quantity above as:

$$\text{rank}(G(\mathbb{C})) - \text{rank}(K(\mathbb{C})).$$
Thus we may break the remaining contribution to \( l_0 \) into two factors \( l_{0,G} \) and \( l_{0,\infty} \) corresponding to the group \( G \) and the collection of complex conjugations \( \{ c_v \} \) at real places, namely:

\[
l_{0,G} := \sum_{v|\infty} \text{rank}(G(F_v)) - \text{rank}(K(F_v)),
\]

\[
l_{0,\infty} := \frac{1}{2} \sum_{v \text{ real}} \text{Trace}(c|g) - (\text{rank}(G(R)) - 2 \cdot \text{rank}(K(R))).
\]

For semisimple \( G \), we work under the hypothesis that \( \rho \) has big image and so \( H^0(F, \text{ad}(\overline{\rho})) = 0 \). Then we have (2)

\[
l_0 = l_{0,p} + l_{0,G} + l_{0,\infty}.
\]

2.8.1. **Examples of \( l_0 \).** The first example is really a non-example — the case of \( \text{GL}(1) \), for which (since there are no unipotent elements and every involution is odd on the (trivial) adjoint representation), we have \( l_{0,p} = l_{0,\infty} = 0 \), and \( l_0 = l_{0,G} \). The formula for semisimple groups would yield

\[
l_0 = l_{0,G} = \sum_{v|\infty} 1 = r_1 + r_2.
\]

However, \( \text{GL}(1) \) is not semisimple. If \( G \) admits a surjection \( G \to \text{GL}(1) \) with semisimple kernel, then \( \text{ad}(\overline{\rho}) \) contains a trivial summand \( k \) and, if we are allowing the determinant to vary, the formula for \( l_0 \) needs to be adjusted by the factor \(-\dim H^0(F, \text{ad}(\overline{\rho})) = -1 \). Hence \( l_0 = r_1 + r_2 - 1 \) in this case.

Consider the case when \( G = G^\vee = \text{GL}(2) \) and \( F = \mathbb{Q} \). Since \( l_0 = 0 \) for one-dimensional representations over \( \mathbb{Q} \), we may equally consider \( G = \text{SL}(2) \) and \( G^\vee = \text{PGL}(2) \), or equivalently \( \text{GL}(2) \)-representations with fixed determinant. The local condition we are imposing is that

\[
\rho|_{I_p} \simeq \left( \begin{array}{cc} \varepsilon^n & * \\
0 & \varepsilon^m \end{array} \right),
\]

where \( \varepsilon \) is the cyclotomic character, and \( n \) and \( m \) are fixed integers such that \( n \geq m \), and such that \( * \) is arbitrary when \( n > m \) and trivial if \( n \leq m \).

The Weyl group has order 2. When \( m > n \), then \( \eta \) is regular, and \( U^\vee \subset L^\vee \) is trivial. When \( m = n \), then \( \eta \) is trivial, and \( U \) is the rank one unipotent subgroup of \( \text{GL}(2) \). After twisting, we may assume that \( m = 0 \). Note that ordinary semistable representations in trivial weight are then precisely unramified. For the infinite places, there are precisely two conjugacy classes of involution on the adjoint representation, given by the non-trivial (odd) involution and the trivial (even) involution, corresponding to \( \det(\overline{\rho}(c)) = -1 \) or \(+1\) respectively, with trace \(-1\) and \(+3\) respectively, and so \( l_{0,\infty} = 0 \) or \( \frac{1}{2} (3 - (-1)) = 2 \). The term \( l_{G,0} = \text{rank}(\text{SL}_2(R)) - \text{rank}(\text{SO}_2(R)) = 0 \).

Hence we have the following four possibilities:

**Lemma 2.8.2.**

(1) *Suppose that \( \overline{\rho} \) is odd.*
(a) For ordinary deformations with distinct Hodge–Tate weights, 
\[ l_0 = l_{0,p} + l_{0,\infty} = 0 + 0. \]
(b) For unramified deformations, 
\[ l_0 = l_{0,p} + l_{0,\infty} = 1 + 0 = 1. \]

(2) Suppose that \( \overline{\rho} \) is even.

(a) For ordinary deformations with distinct Hodge–Tate weights, 
\[ l_0 = l_{0,p} + l_{0,\infty} = 0 + 2 = 2. \]
(b) For unramified deformations, 
\[ l_0 = l_{0,p} + l_{0,\infty} = 1 + 2 = 3. \]

The same calculation shows:

**Lemma 2.8.3.** For a general field \( F \) of signature \( (r_1, r_2) \) and with \( G^\vee = \operatorname{PGL}(2) \), then

\[ l_0 = \sum_{v|p} \begin{cases} 1, & \text{distinct HT weights} \\ 0, & \text{otherwise} \end{cases} + r_2 + \sum_{v|\infty} \begin{cases} 2, & c_v \text{ trivial and } v \text{ real} \\ 0, & \text{otherwise} \end{cases}. \]

For general \( G \), we have \( l_0 = 0 \) only if \( l_{0,p} = l_{0,G} = l_{0,\infty} = 0 \). Hence:

**Lemma 2.8.4.** For a split semisimple group \( G \) and representation \( \overline{\rho} \) for \( p > 2 \) splitting completely in \( F \), we have \( l_0 = 0 \) if and only if:

1. We consider deformations which are regular for all \( v|p \).
2. \( F \) is totally real, and complex conjugation is odd for all \( v|\infty \).
3. \( G(\mathbb{R}) \) admits discrete series.

For our last example, we consider \( G = \operatorname{GSp}(4) \) and \( F \) a totally real field in which \( p \) splits completely. Note that \( \operatorname{GSp}_4(\mathbb{R}) \) does have discrete series, and so \( l_{0,G} = 0 \). Suppose that

\[ \overline{\rho} : G_F \to \operatorname{GSp}_4(\mathbb{F}_p) \]

is the mod-\( p \) representation associated to an abelian variety \( A \) which is ordinary at all \( v|p \). There are two conjugacy classes of involution on the adjoint representation; one trivial and one odd. The action of complex conjugation on \( A[p] \) is not given by a scalar, as can be seen from the Galois invariance of the Weyl pairing. Thus \( l_{0,\infty} = 0 \) as well for such \( \overline{\rho} \). Now let us consider deformations of \( \overline{\rho} \) which are semistable and ordinary. Taking the standard embedding of \( \operatorname{GSp}(4) \to \operatorname{GL}(4) \), ordinary abelian varieties have Galois representations of the shape:

\[
\begin{pmatrix}
\varepsilon & * & * & * \\
0 & \varepsilon & * & * \\
0 & 0 & 1 & * \\
0 & 0 & 0 & 1
\end{pmatrix}.
\]

If we choose the symplectic form to be given by

\[ S = \begin{pmatrix}
0 & 0 & 0 & 1 \\
0 & 0 & 1 & 0 \\
0 & -1 & 0 & 0 \\
-1 & 0 & 0 & 0
\end{pmatrix}, \]
then the cocharacter group of $\text{PGSp}_4$ is generated by $t \mapsto \text{diag}(t, 1, 1, t^{-1})$ and $t \mapsto \text{diag}(t, t, 1, 1)$, and where the Weyl group $W = \mathbb{Z}/2\mathbb{Z} \wr \mathbb{Z}/2\mathbb{Z} = D_8$ is generated by $\sigma: (a, b, v/b, v/a) \mapsto (b, a, v/a, v/b)$ and $\tau: (a, b, v/b, v/a) \mapsto (v/a, v/b, b, a)$. In particular, for our $\eta$, the stabilizer is $\langle \sigma \rangle \simeq \mathbb{Z}/2\mathbb{Z}$, and the corresponding Levi $L^\vee$ is equal to $\text{GL}(2)$ realized as

$$\text{GSp}(4) \cap \begin{pmatrix} * & * & 0 & 0 \\ * & * & 0 & 0 \\ 0 & 0 & * & * \\ 0 & 0 & * & * \end{pmatrix}$$

with maximal unipotent subgroup generated by

$$\begin{pmatrix} 1 & x & 0 & 0 \\ 0 & 1 & 0 & 0 \\ 0 & 0 & 1 & -x \\ 0 & 0 & 0 & 1 \end{pmatrix}$$

of dimension 1. Hence:

**Lemma 2.8.5.** For semistable ordinary deformations with Hodge–Tate weights $[0, 0, 1, 1]$ of an odd representation $\bar{\rho}: G_F \to \text{GSp}_4(\mathbb{F}_p)$, we have

$$l_0 = \sum_{v|p} 1 = [F: \mathbb{Q}].$$

**2.8.6. $l_0$ in more general settings.** It’s not too hard to guess how to compute $l_0$ in slightly more general settings. For example, one can replace the semistable ordinary condition with a potentially semistable Kisin deformation ring $R^{\tau, \nu}$ of inertial type $\tau$ and Hodge–Tate weights $\nu$, and the answer should (roughly) be the same, with the proviso that one needs to give a Hodge-theoretic definition of the cocharacter $\eta^\vee$. This will also allow one to drop the condition that $F_v = \mathbb{Q}_p$ for all $v|p$ taking into account the weights for all maps $F_v \to \mathbb{Q}_p$. One could also start with an algebraic automorphic form $\pi$ for $G$ and try to predict $l_0$ for the corresponding Galois representation (when they are conjectured to exist). If $\pi$ is of cohomological type, then one always has $l_{0,v} = 0$ and $l_{0,\infty} = 0$. The infinitesimal character $\lambda$ of $\pi_\infty$ gives a dominant character of $X^*(T)$ and thus a cocharacter $\eta^\vee$ of $X_*(T^\vee)$, but — as one always must do in this business — one must first shift $\lambda$ by $\rho$ where $\rho$ is half the sum of the positive weights, and this forces the correct $\eta^\vee$ to always lie in the interior of the Weyl chamber and thus $W_{\eta^\vee} = W_{\lambda + \rho}$ is always trivial. The fact that $l_{0,\infty}$ should be 0 is more subtle. For $\text{GL}(n)$ over totally real fields, where the existence of Galois representations is known [Sch15b, HLT16], the equality $l_{0,\infty} = 0$ has been established by Caraiani and Le Hung [CLH16]. Conjecturally, it should be true that any regular $G$-motive should give rise to a Galois representation such that complex conjugation is odd, but I confess I do not know how to prove this (even assuming [Kle94, of course]) — looks like another Aperol spritz is up for grabs!
Another case which it might be worthwhile writing down the formula for is when one replaces $G'$ by $\mathcal{L}G$. The reason one should do this is that there are some very interesting examples where $l_{G,0} = 0$ coming from quasi-split groups such as unitary groups. However, since the main emphasis of these notes are in cases where $l_0 > 0$, there are enough examples coming from split groups so that I don’t feel the need to compute $l_0$. (Not that I really “computed” $l_0$ anyway, I just wrote something down.)

Remark 2.8.7 (A battle over terminology). Some authors (see [BV13]) use a different terminology from $l_0$, despite this notation being well established in this context in [ACC+18, BCGP18, CG16, CG18] and other places, following [CE09], and ultimately coming from [BW00]. It is clear that $l_0$ is the superior choice, in part because of its historical pedigree. The objection to the terminology is actually its strength. The original source of $l_0$ in [BW00] is an invariant which depends only on the group $G$. Namely, for a semisimple group $H$ over $\mathbb{Q}$, one has

$$l_0 = \text{rank}(H(\mathbb{R})) - \text{rank}(H(\mathbb{R})).$$

if $H = \text{Res}_{F/\mathbb{Q}}(G)$, then this $l_0$ is exactly equal to the invariant $l_{G,0}$ defined above. The objection is that $l_0$ is not always equal to $l_{G,0}$, which is denoted by $l_0$ in [BW00]. But note that potentially semistable Galois representations $\overline{\rho} : G_F \to \overset{\sim}{G'}(\mathbb{Q}_p)$ are expected to come (more or less) from automorphic forms from $H$. Moreover (as discussed above) the Galois representations associated to automorphic forms in Betti cohomology are all (conjecturally, and sometimes provably) in regular weight and totally odd. Hence $l_0 = l_{G,0}$ for all these Galois representations, and there is no ambiguity. The fact that $l_0$ may be non-zero for representations when $G = \text{GL}(2)$ and $F = \mathbb{Q}$ (in either the irregular or even case) even though $l_{\text{GL}(2),0} = 0$ should also not cause any confusion, since this situation will only occur when considering structures other than the Betti cohomology of arithmetic groups. Long may $l_0$ reign!

2.9. Extras: Kisin’s formalism and Taylor’s Ihara Avoidance. There are a few enrichments we would like to include going forward, but only want to describe in passing. The first is the Kisin formalism, which allows (amongst other things) one to prove non-minimal modularity lifting theorems using the same basic approach as the minimal case. For $\text{GL}(1)$, this amounts (for example) to allowing (from the beginning) some tame level $N$. Not much is lost by first considering the case when $N$ is a single auxiliary prime away from $p$. The solution is to work with $R_{\infty}$ as an algebra not over $\mathcal{O}$, but over a local deformation ring at $N$. We have already computed the local deformation ring at $N$, which is

$$\mathcal{O}[(\mathbb{Z} \oplus (\mathbb{Z}/N\mathbb{Z})^\times) \otimes \mathbb{Z}_p] \simeq \mathcal{O}[X,Y]/((1+Y)^{p^m} - 1),$$

where $m$ is the largest power of $p$ dividing $N-1$. Let’s imagine we are back in the $F = \mathbb{Q}$ case. The conclusion we draw in this case (all numerology
accounted for) is that there is a map
\[ \mathcal{O}[x_1, \ldots, x_q, Y]/((1 + Y)^m - 1) \to R_\infty \to T_\infty, \]
and we know that \( T_\infty \) as an \( R_\infty \)-module has the property that its support is a union of components of \( \text{Spec}(R_\infty) \) of dimension \( \dim R_\infty \). If the latter was connected, we would be done, but it is not — however, one “only” has to show that there are indeed modular points on each component. And this one can do (in the case \( F = \mathbb{Q} \), for example, by looking at extensions of the type \( Q(\zeta_N) \)). Related to this problem is a key idea due to Taylor, which allows one to (sometimes) pass between deformation rings with local conditions which are connected to deformation rings with local conditions that have multiple components. There is no analogue of this trick for \( GL(1) \), because it is related to unipotent representations, in particular, to deformations where at some auxiliary prime \( q \), the representations for fields of characteristic zero either take the shape:
\[ \rho|_I \simeq \begin{pmatrix} \chi & 0 \\ 0 & \chi^{-1} \end{pmatrix}, \]
where \( \chi : G_{F,v} \to \overline{\mathbb{Q}}_p^\times \) is a fixed character (via local class field theory) on \( \mathcal{O}_{F,v}^\times \) of order \( p \), or
\[ \rho|_I \simeq \begin{pmatrix} 1 & * \\ 0 & 1 \end{pmatrix}. \]
(Here \( v \) has residue characteristic different from \( p \).) These can more integrally be characterized by demanding that the image of inertial elements satisfies the characteristic polynomial \((X - \chi)(X - \chi^{-1})\) or \((X - 1)^2\). Since \( \chi \) has order \( p \), these deformation rings are the same in characteristic \( p \), on the other hand, the latter deformation ring has two components in characteristic zero depending on whether \( * \) is zero or not. This is the starting observation of the paper [Tay08]. It (in some sense) totally resolves the problem of multiple components for deformation rings away from \( p \), at a slight cost. To work, it requires that there exists a character \( \chi \) on \( \mathcal{O}_{F,v}^\times \) of order \( p \), and (since \( v \) has residue characteristic different from \( p \), this is the same as asking that \( p \) divides the order of \( k_v^\times \), or \( N(v) - 1 \). But \( p \) need not divide \( N(v) - 1 \) in general. Taylor’s solution is to make a cyclic base change in which \( v \) is inert to ensure this divisibility. We discuss the implications for modularity lifting in cases when \( l_0 > 0 \) in the next section.

### 2.10. Base Change and Potential Automorphy

All automorphy lifting theorems are contingent on a residual modularity assumption on \( \overline{\rho} \). It is typically the case that knowing a general residual modularity conjecture (Serre’s conjecture and its variants) one can then deduce modularity in characteristic zero for a compatible system \( \mathcal{R} \) by varying the prime \( p \). (Serre himself explains how his conjecture implies the Shimura–Taniyama conjecture in his original paper, see [Ser03, Théorème 4].) One solution is to establish cases of Serre’s conjecture for small \( p \) (as Wiles [Wil95] does
for \( p = 3 \) using the result of Langlands–Tunnell \([\text{Lan80, Tun81}]\). This idea seems to run into a wall very quickly. An alternative approach is to prove potential modularity results by using a generalization of the \( p \)-\( q \) trick. This idea is due to Taylor \([\text{Tay03}]\). Taylor’s argument involves an application of a result of Moret-Bailly \([\text{MB89}]\), during which one loses control over the resulting field \( F \) except locally at any chosen finite set of places (including \( \infty \)). This is one reason why, even for studying abelian varieties over \( \mathbb{Q} \), we need to prove general modularity lifting results over (say) totally real fields \( F \) in which \( p \) splits completely. But there is a second issue which arises even assuming residual modularity over \( \mathbb{Q} \). The Taylor Ihara’s avoidance argument mentioned in the last section requires replacing \( \mathbb{Q} \) by some cyclic extension \( F/\mathbb{Q} \). Even though one has more control over \( F \) in this case, it still means that we cannot avoid having to work over fields other than \( \mathbb{Q} \). When one makes a base change, the invariant \( l_0 \) (if it is already \( > 0 \)) invariably increases. Although the method (to some extent) treats all cases with \( l_0 > 0 \) the same, there are some special extra tricks that can be applied when \( l_0 = 1 \) which will be important later. It might also be worth mentioning here that it is sometimes the case that certain functorialities (especially when one allows quasi-split groups) decrease the value of \( l_0 \). One particular case of interest consists of deformations of representations \( \overline{\rho} : G_{\mathbb{Q}} \to \text{GL}_2(k) \) which are of regular weight. For this problem, we have \( l_0 = 1 \). However, for any imaginary quadratic field \( E/\mathbb{Q} \), there is a corresponding representation \( \overline{\varphi} : G_E \to \text{GL}_3(k) \) (given by \( \text{ad}^0(\overline{\rho}) \)) which extends to a representation from \( G_{\mathbb{Q}} \to G_3(k) \) where \( G \) is the group of \([\text{CHT08}]\) — and in this (quasi-split) context the corresponding value of \( l_0 \) is 0. This is the peculiar phenomena underlying the arguments of \([\text{Cal09, Cal12}]\).

3. Examples

In order to produce interesting examples (in cases when \( l_0 > 0 \)) we need to find contexts in which we can construct interesting complexes \( M_{\mathbb{Q}}^\bullet \) of amplitude \([0, l_0] \) in situations where the corresponding Galois representations (possibly conjectural) are also of type \( l_0 \). At the moment, there are two natural sources of complexes \( M_{\mathbb{Q}}^\bullet \):

1. Complexes \( M_{\mathbb{Q}}^\bullet \) computing the Betti cohomology of arithmetic locally symmetric spaces. In these cases, we have \( l_{0,p} = l_{0,\infty} = 0 \) but \( l_0 = l_{0,G} \) can be non-zero.

2. Complexes \( M_{\mathbb{Q}}^\bullet \) computing the coherent cohomology of Shimura varieties in irregular weight. In these cases, we have \( l_{0,\infty} = l_{0,G} = 0 \), but \( l_0 = l_{0,p} \) can be non-zero.

Our emphasis here will be on complexes on the second kind. (For those of the first, see \([\text{ACC}^+18]\).) The most natural first example (beyond the case \( l_0 = 0 \)) is the case of modular forms of weight one.
3.1. Weight One Modular Forms. Let \( p > 2 \) be prime, and let \( N \geq 5 \) be prime to \( p \). Let \( \mathcal{O} \) be the ring of integers in a finite extension \( K \) of \( \mathbb{Q}_p \) with uniformizer \( \varpi \). Let \( X_1(N) \) be the modular curve considered as a smooth proper curve over \( \text{Spec}(\mathcal{O}) \), and let \( \omega \) be the pushforward of the relative dualizing sheaf along the universal elliptic curve. The coherent cohomology group \( H^0(X_1(N), \omega) \) may be identified with the space of modular forms of weight one. This is precisely the space of forms where one expects to see characteristic zero lifts of \( \rho \). For general \( m \), however, one knows that the map:

\[
H^0(X_1(N), \omega) \to H^0(X_1(N), \omega/\varpi^m)
\]

need not be surjective. (This was first observed by Mestre for \( N = 1429 \) and \( p = 2 \), see \cite[Appendix A]{Edi06}, and many examples for larger \( p \) have been subsequently computed by Buzzard and Schaeffer \cite{Buz14, Sch15a}.)

The invariant \( l_0 = 1 \) in this case, and there is a very natural choice of complex \( M^\bullet_Q \), namely

\[
M^\bullet_Q = \text{R} \Gamma(X_H(Q), \omega)_m,
\]

where \( X_1(Q) \to X_H(Q) \to X_0(Q) \) is the intermediate cover which is Galois over \( X_0(Q) \) with Galois group \( U/U_Q \). Let us now go though (revisiting Desiderata 2.7) and see what it is we need to prove about these complexes.

1. \( M^\bullet_Q \) is a perfect complex of \( \mathcal{O}[\Delta_Q] \)-modules of amplitude \([0, l_0]\) for \( \Delta_Q \) the pro-\( p \) quotient of \( U_0/U_Q \). To check the amplitude, it suffices to show that \( H^2(X, \omega)_m \) vanishes. This follows from the stronger claim that \( H^2(X, \omega) \) vanishes, which follows from the fact that \( X \) is a curve (since one can reduce further to the vanishing of the corresponding special fibre.) The \( \mathcal{O}[\Delta_Q] \)-structure of the complex comes from the fact that the map \( X_H(Q) \to X_0(Q) \) is étale with Galois group \( \Delta_Q \).

2. \( H^*(M^\bullet_Q) \) has an action of \( T_Q \), and there exists a corresponding Galois representation \( R_Q \to T_Q \). The existence of Galois representations is a standard exercise in this case, as it can be reduced to higher weight by using powers of the Hasse invariant. However, it is very important (in order for the numerology to work out) that we use the deformation ring \( R_Q \) corresponding with the correct local property at \( p \), which in this case corresponds to representations which are unramified at \( p \). We return to this below.

3. This representation on inertia at \( Q \) gives rise to a map \( \mathcal{O}[\Delta_Q] \to R_Q \) such that, if \( a_Q \) is the augmentation ideal of this ring, then \( R_Q/a_Q = R_0 \), and the action of \( \mathcal{O}[\Delta_Q] \) on \( T_Q \) is compatible with the action of this ring on \( M^\bullet_Q \). The argument for this in \cite{CG18} is along the lines of corresponding arguments in higher weight. However, there is an alternative argument found in \cite{KT17} (and in a different guise in \cite{Ven17, GV18}) which is more robust.

4. For the deformations we are considering, there is the corresponding relation between the dimension of the Selmer group and dual Selmer
group related to the invariant \( l_0 \). This is satisfied as long as we can take the local condition at \( p \) to be unramified.

The key problem is thus to show that the Hecke action on the cohomology of \( M_\bullet Q \) gives rise to a Galois representation which is unramified at \( p \). It suffices to prove the result for the cohomology of \( M_\bullet \otimes O/\wp^m \), and thus for

\[
H^i(X_1(Q), \omega \otimes \mathcal{O}/\wp^m), \quad i = 0, \ldots, l_0
\]

for all \( m \). (Here \( l_0 = 1 \), but we want to anticipate other contexts with more general values of \( l_0 \).) Equivalently, we may work with the direct limit of these groups, which is \( H^i(X_1(Q), \omega \otimes E/O) \). For formal reasons, the last non-zero cohomology group of this kind (\( i = l_0 = 1 \)) is necessarily divisible. Hence the classes in \( H^{l_0} \) all come from forms of characteristic zero. Thus it suffices to prove that:

1. All torsion classes in \( H^i(X_1(Q), \omega \otimes \mathcal{O}/\wp^m) \) have Galois representations which are unramified at \( p \) for \( i < l_0 \).
2. All classes contributing to the characteristic zero cohomology of \( H^{l_0}(X_1(Q)) \) also contribute in lower degrees with the same Hecke eigenvalues, and are thus also unramified at \( p \).

For \( l_0 = 1 \), it means one only has to understand the Galois representations associated to classes contributing to \( H^0 \), and these tend to be much easier to understand. In particular, in the case at hand, the remaining work comes down to the following:

**Theorem 3.1.1.** Let \( M = H^1(X_1(Q), \omega \otimes \mathcal{O}/\wp^m) \), and let \( T \) denote the \( \mathcal{O} \)-endomorphisms of this module generated by Hecke operators \( T_n \) for \( n \) prime to \( Q \). Let \( \mathfrak{m} \) be a non-Eisenstein maximal ideal of \( T \). Then the corresponding Galois representation:

\[
\rho : G_Q \to \text{GL}_2(T_\mathfrak{m})
\]

is unramified at \( p \).

(This is more or less [CG18, Theorem 3.11], although see [CS17] for a simplification of this argument which works both for \( p = 2 \) and — suitably interpreted — in the reducible case.) The basic idea, which goes back at least as far as [Gro90] after replacing \( T_\mathfrak{m} \) by \( T_\mathfrak{m}/\mathfrak{m} = k \), is as follows. Suppose that \( T_p \mod \mathfrak{m} = a_p \) and \( (p) \mod \mathfrak{m} = \chi(p) \). (Here \( \chi \) is some finite order Nebentypus character which we now fix.) Let \( \alpha \) and \( \beta \) be the roots of the polynomial \( X^2 - a_p X + \chi(p) \). (Extend scalars of \( k \) if necessary.) Let us concentrate on the case when \( \alpha \neq \beta \), since that assumption is in effect in [BCG18] (although not in [CG18] or in [Wie14]). The goal is to show that the representation \( \rho \) can be viewed in two different ways, call them \( \rho_\alpha \) and \( \rho_\beta \) (these will all be the same representation). The point is that \( \rho_\alpha \) should have the following property — it is ordinary at \( p \), and

\[
\rho_\alpha|_{D_p} \simeq \begin{pmatrix} \chi \cdot \lambda^{-1} & * \\ 0 & \lambda \end{pmatrix},
\]
where \( \chi \) is the fixed Nebentypus character which is unramified at \( p \), and \( \lambda : G_{\mathbb{Q}_p} \rightarrow \mathbb{T}_m^\times \) is an unramified character such that \( \lambda(\text{Frob}_p) \equiv \bar{\tau} \mod m \). If there exists \( \rho \) with \( \bar{\tau} = \alpha \) or \( \beta \) (and \( \alpha \neq \beta \)), then these two simultaneous descriptions of \( \rho \) imply that \( \rho \) is a direct sum of two unramified characters which evaluate on Frobenius to \( \alpha \) and \( \beta \) modulo \( m \) respectively. In particular, it is unramified. (The case when \( \alpha = \beta \) requires a different argument.)

In order to construct \( \rho \), we want to realize the space \( M_m \) of weight one forms localized at \( m \) inside a space of ordinary modular forms where the operator \( U_p \) acts by \( \bar{\tau} \mod m \). In characteristic zero this procedure is familiar — one passes from weight \( \Gamma_1(Q) \) to \( \Gamma_1(Q) \cap \Gamma_0(p) \), and the space of old forms generated by an eigenform \( f \) is given by \( f \) and \( Vf \), where \( V \) acts (say) on \( q \)-expansions via \( q \mapsto q^p \). There is a formal relationship between the three operators \( T = T_p \), \( U = U_p \), and \( V = V_p \) given in weight one by \( T = U + \chi(p)V \), as well as a formal identity \( UV = 1 \). Hence, if \( Tf = a_p f \), and \( U(Vf) = f \), the action of \( U \) on the space \( \{f, Vf\} \) is given by

\[
\begin{pmatrix}
  a_p & 1 \\
  -\chi(p) & 0
\end{pmatrix}
\]

If \( \alpha \) and \( \beta \) are the eigenvalues of this matrix (the roots of \( X^2 - a_p X + \chi(p) \)), then \( U - \alpha \) and \( U - \beta \) project onto the \( \beta \) and \( \alpha \) eigenspaces respectively. If \( \alpha = \beta \), then there is a generalized eigenspace of dimension two (certainly the matrix for \( U \) is not a scalar). Now consider doing this argument at the level of torsion classes. Instead of passing to level \( \Gamma_0(p) \), we may equally pass to higher level by multiplying by a power of the Hasse invariant, and then projecting the resulting image to the corresponding \( \bar{\tau} \)-ordinary classes for \( \bar{\tau} = \alpha \) or \( \beta \). In order for this to work, we need this projection map to be injective on the source. By Nakayama’s lemma, we may reduce to classes in \( M[m] \). The problem then reduces (as it does in characteristic zero) to showing that \( f \) and \( Vf \) are linearly independent. If they are not linearly independent, then (applying \( U \)) we deduce that \( f \) is a simultaneous eigenform for \( T \), \( U \), and \( V \). This is immediately seen to be impossible by examining the action on \( q \)-expansions.

This argument does not directly generalize to the symplectic case (even over \( \mathbb{Q} \)). The paper [CG16] employs a rather labyrinthian argument involving \( q \)-expansions to prove an analogous result for \( \text{GSp}_4/\mathbb{Q} \).

In the rank one setting of \( \text{GL}(2) \), the Hecke operator \( T \) can be thought of (in the correspondence world) as coming from two operators \( U \) and \( V \) coming from Frobenius and Verschiebung respectively. The operator \( U \) controls ordinarity, but the operator \( V \) has a very simple description. Viewing the level structure at \( p \) as either having good reduction (corresponding to spherical level \( \text{Sph} \)) or coming from a choice of degree \( p \) subgroup \( H \subset E[p] \) of order \( p \) (corresponding to Iwahori level \( \text{Iw} \)), we have a decomposition

\[
U_{\text{Sph}} = U_{\text{Iw}} + \chi(p)V
\]
on weight one forms with Nebentypus character \( \chi \). For \( \operatorname{GSp}(4) \), we have more level structures at \( p \). Relevant for this immediate discussion is the chain of level structure \( \text{Sph} \supset \text{Kli} \supset \text{Iw} \) at \( p \) where \( \text{Sph} \) denotes trivial level structure at \( p \), \( \text{Kli} \) denotes Klingen level structure which corresponds to a choice of subgroup \( H \subset A[\ell] \) of order \( p \), and \( \text{Iw} \) denotes Iwahori level structure which corresponds to a choice of filtration \( H \subset L \subset A[\ell] \) where \( H \) has order \( p \) and \( L \) is an isotropic plane of order \( p^2 \). We then (very roughly) have a decomposition of the appropriate Hecke operator into three operators, corresponding (roughly) to whether the intersection of the corresponding isotropic plane \( L \subset A[\ell] \) with the kernel of Frobenius has rank 0, 1, or 2 respectively. In [CG16], there is a decomposition in weight \((2, 2)\) (and trivial Nebentypus) of the form

\[
U_{\text{Sph},1} = U_{\text{Iw},1} + Z_{\text{Sph},1} + pV
\]

where the analogue of the operator \( V \) doesn’t play a role after reduction modulo \( p \). The subscripts 1 here on the Hecke operators reflect the fact that, since the rank of \( \text{Sp}(4) \) is two, there are two types of Hecke operator at \( p \). The operator \( U_{\text{Sph},1} \) is the one corresponding to the double cosets of \( \text{diag}(1, 1, p, p) \). Given an oldform at Iwahori level associated to a characteristic zero eigenform of spherical level with crystalline Frobenius eigenvalues \( \{ \alpha, \beta, p/\beta, p/\alpha \} \), then \( U_{\text{Iw},1} \) has eigenvalue (up to reordering) \( \alpha \) just as in the abecedarian context of the operators \( T, U, \) and \( V \) for \( \operatorname{GL}(2) \).

The paper [CG16] relies on what is ultimately a fairly circuitous argument to establish this fact — while effective, it is certainly not enlightening. In [BCGP18], however, for reasons related to \( p \)-adic deformations in the weight aspect (which we return to later) we do not work at Spherical level, but rather at Klingen level (which in this context doesn’t really have an analogue for \( \operatorname{GL}(2) \)). The corresponding identity of formal Hecke operators then becomes:

\[
U_{\text{Kli},1} = U_{\text{Iw},1} + Z_{\text{Kli},1} + pV
\]

Unlike in [CG18] or even [CG16], there do appear to be formal \( q \)-expansions which are simultaneously eigenforms for \( U_{\text{Iw},1} \) and \( Z_{\text{Kli},1} \). Hence a different argument is required, which was ultimately a good thing, because the resulting argument is both more geometric and more robust, and no longer requires \( q \)-expansions.

The argument of [BCGP18] ultimately uses traces of maps on differentials, and is new even for modular forms of weight one (although antecedents of the argument occur in [Joc82, Ser73, Cai14]). It is instructive to give

\footnote{aabecedarian both in the sense of being simpler but also in the sense of being alphabetical. For some reason, my coauthors of [BCGP18] objected to this usage in the introduction (or anywhere else) in [BCGP18], so I am delighted to have an opportunity to reintroduce it here. See also §3.7.}
(at least) the much simpler version of this argument in the case of GL(2) (as we also do in [BCGP18]).

Let $X_1$ denote the special fibre of $X_1(Q)$. If $f \in H^0(X_1, \omega)$, we may think of $Uf$ as a section of $H^0(X_1 \setminus SS, \omega)$ for the finite set $SS$ of supersingular points of $X_1$. There is a commutative diagram

\[
\begin{array}{ccc}
H^0(X_1, \omega) & \xrightarrow{\text{Ha} \cdot U} & H^0(X_1, \omega^p) \\
\downarrow & & \downarrow \\
H^0(SS, \omega) & \longrightarrow & H^0(SS, \omega^p)
\end{array}
\]

where the vertical maps are the natural restriction maps, Ha is the Hasse invariant, and the lower horizontal map is an isomorphism given as multiplication by the form denoted $B$ in [Edi92, Prop 7.2].

**Lemma 3.1.3.** If $f \in H^0(X_1, \omega)$ and $Uf = \alpha f$ for $\alpha \neq 0$ and $Tf = a_p f$, then $p = 2$ and $f = \text{Ha}$. 

**Proof.** Suppose that $f$ is a $U$-eigenform in $H^0(X_1, \omega)$ with non-zero eigenvalue. Considering the commutative diagram (5), we see that since $\text{Ha} \cdot Uf$ maps to zero in $H^0(SS, \omega^p)$, the restriction of $f$ to $SS$ must vanish. Thus $f = \text{Ha} \cdot g$ for some $g \in H^0(X_1, \omega^{2-p})$, and this cohomology group vanishes if $p > 2$, so $f = 0$ in this case. If $p = 2$, the only non-zero sections of $H^0(X_1, \mathcal{O}_X)$ are constants, and we deduce that $f$ is a multiple of the Hasse invariant. □

### 3.2. Even Artin Representations.

Another (very) interesting case is the case of two dimensional representations $\rho : G_{\mathbb{Q}} \to \text{GL}_2(k)$ which are even, and where we look for lifts that are unramified at $p$ and so (conjecturally) have finite image by the Fontaine–Mazur conjecture [FM95]. The case of even Galois representations with distinct Hodge–Tate weights is also interesting, but was mostly addressed using trickery in [Cal09, Cal12]. The first admission is that there is no known construction of a complex $M_Q^\bullet$. We can, however, make predictions on what properties it should have. The first remark is that $l_0 = 3$. Hence $M_Q^\bullet$ should have amplitude $[0, 3]$. Let us compare this with one attempt to construct Galois representations associated to the relevant Maass forms due to Carayol [Car98]. The basic idea is that Maass forms $\pi$ for $\text{GL}(2)/\mathbb{Q}$ for eigenvalue $1/4$ may be transferred to a form of $U(2, 1)$ so that the transferred form is now a totally degenerate limit of discrete series. This transfer can then, in turn, be related to the cohomology of a non-algebraic complex 3-dimensional Griffiths–Schmid variety $\Gamma \setminus \Omega$ (for an arithmetic group $\Gamma$ and a complex symmetric domain $\Omega$) for some vector bundle $\mathcal{E}$ in degrees $H^1$ and $H^2$. The hope is that one can find some integral structure (perhaps related to various cup product maps) in order to prove (at least) that the Hecke eigenvalues are algebraic. The most optimistic version of this would enable one to make sense of $H^*(\Gamma \setminus \Omega, \mathcal{E})$ where $\mathcal{E}$ has integral structure, and then (continuing in this vein) show that, after localizing at
some \( m \), the resulting Galois representations are unramified at \( p \). (Functo-
riality can certainly change \( l_0 \), but in fact we still have \( l_0 = 3 \) in this case consi-
dering conjugate self dual representations \( \rho : G_E \to GL_3(k) \) which are unramified at \( p \).) However, it turns out that it no such integral structure exists — at least in strong enough form to give rise to complexes \( M_Q^\bullet \) satisfying all of Desiderata [2.7]. We now explain why. Any such collection of complexes \( M_Q^\bullet \) patch to give a complex \( M_\infty^\bullet \). From this complex, we can re-
cover the original cohomology groups at minimal level by taking the derived 
tensor product \( M_\infty^\bullet \otimes^L S_\infty/a \). For formal reasons, the support of this tensor 
product as a \( T_m \)-module will be the same as the support of the naïve tensor 
product \( M_\infty^\bullet \otimes S_\infty/a \). Since \( l_0 = 3 \), the complex must have amplitude \([0, 3]\). Thus the existence of a Maass form (which contributes to cohomology in \( H_1 \) and \( H_2 \)) would force \( H^0 \) to also be non-zero, but this would contradict the 
known vanishing result \( H^0(\Gamma \setminus \Omega, \mathcal{E} \otimes \mathbb{C}) = 0 \). In conclusion, although this 
argument is far from showing that Carayol’s approach is doomed, it does put 
limits on exactly what can be true in this situation.

3.3. Weight Two Modular Forms and (higher) Hida Theory.
We now discuss the case of modular forms of weight two. In contrast to the 
discussion of §3.1, things seem very much easier here. There is, however, 
an interesting subtlety which is easy to resolve here but gets to the crux of 
(one of) the issues in the next section. The invariant \( l_0 = 0 \) in this setting — indeed, this is the original setting of Wiles (although Wiles uses the 
étale cohomology of modular curves rather than coherent cohomology). The 
issues relating to level structure at the Taylor–Wiles primes \( Q \) are incidental 
to the main difficulties, so, in the sequel, let us write \( X \) for the completed 
modular curve of some level prime to \( p \) over \( \text{Spec}(\mathcal{O}) \). When we also want to 
add level structure of type \( \Gamma_0(p) \) at \( p \), we shall simply write \( X_0(p) \). A natural 
choice (in the context of coherent cohomology) is to take \( M^\bullet = R\Gamma(X, \Omega^1_X)_m \). 
We now would like to show that this complex has amplitude \([0, l_0] = [0, 0]\), or equivalently, that \( H^1(X, \Omega^1_X)_m = 0 \). One easy way to do this would be to show that \( H^1(X, \Omega^1_X) = 0 \). It turns out, however, that \( H^1(X, \Omega^1_X) \) is not 
zero. Indeed, it is a consequence of Serre duality that this cohomology group 
free of rank one. Note that the behavior here is different from what happens 
in weights \( k \geq 3 \), even though (on the Galois side) the case of weight \( k = 2 \) 
and weight \( k \geq 3 \) are very similar. One way to resolve this issue is to compute 
the action of the Hecke operators on this space. By passing to characteristic 
zero, one can compute that the Hecke action is Eisenstein (Verdier duality, 
which relates \( H^1(X, \Omega^1_X) \) to \( H^0(X, \mathcal{O}_X) \), is compatible with the action of 
Hecke up to twist — see the discussion in the proof (part (3)) of [CG18 
Theorem 3.30]). This is a problem which will come up again for \( \text{GSp}(4) \) (and 
other groups) where it will not be so easy to resolve. Namely, in order to 
prove that \( M^\bullet \) has the correct amplitude, we would like to know that

\[
H^{l_0+1}(X, \mathcal{E})_m = 0
\]
vanishes for suitably non-Eisenstein \( m \) and the corresponding automorphic vector bundle \( \mathcal{E} \). We will also usually be in a context in which we know that the cohomology groups
\[
H^{l_0+1}(X, \mathcal{E} \otimes \mathbb{C})
\]
can be computed (being careful about boundary issues) in terms of automorphic forms following work of Harris and Zucker \([\text{Har90, HZ94, HZ01}]\). For most weights of the appropriate irregularity, one expects these groups to be zero, but not always, and often not in the most interesting cases. At least one can check that the automorphic forms which contribute in these degrees give rise to Galois representations which should be reducible, and hence do not contribute to the localization of our complex at a non-Eisenstein maximal ideal \( m \). (For example, it is only the trivial representation which contributes to \( H^1(X, \Omega^1_X \otimes \mathbb{C}) \) for the modular curve.) Unfortunately, this is not enough to get vanishing of the cohomology integrally, in general, and this presents a genuine stumbling block. For example, this was the main obstacle in \([\text{CG16}]\) for unconditional minimal modularity lifting results for \( \text{GSp}(4)/\mathbb{Q} \). An approach to resolving this obstacle is exactly presented in the work of Pilloni on higher Hida Theory \([\text{Pil17}]\). We begin with a somewhat anachronistic way of motivating this theory in the case under consideration.

Our problem is that we would like all the cohomology (giving rise to interesting weight two modular forms) to be concentrated in degree zero, but we are studying the cohomology of a smooth projective curve, which has the misfortune of having cohomology \((a \text{ priori})\) in degrees 0 and 1. Let us suppose we restrict our attention to considering residual representations
\[
\rho : G_{\mathbb{Q}} \to \text{GL}_2(k)
\]
of weight two which have the additional property that they are ordinary at \( p \). The usual way to think about ordinary modular forms is to allow functions to have poles at supersingular points. If \( X_1 \) is the special fibre of \( X \), then one can think of ordinary modular forms as sections of the open variety \( X_1^{\geq 1} := X_1 \setminus \text{SS} \). Since this variety is no longer proper, the cohomology group \( H^0(X_1^{\geq 1}, \omega^2) \) is now infinite dimensional. However, there does exist an operator \( U (= U_{\text{Iw}}) \) on this space together with a Hida idempotent \( e(U) \), with the property that
\[
e(U)H^0(X_1^{\geq 1}, \omega^2)
\]
is finite dimensional, and corresponds to the space of classical ordinary forms of level \( \Gamma_0(p) \). Instead of taking the special fibre of \( X \) and removing the supersingular points, we can take the special fibre \( X_{\text{Iw},1} \) of \( X_{\text{Iw}} = X_0(p) \). Points on \( X_{\text{Iw}} \) are of the form \((E, H)\), and we may let \( X_{\text{Iw}, 1}^{l} \) denote the space where the \( p \)-rank of \( H \) is \( \geq 1 \) (equivalently in this case, \( = 1 \)). Note that \( X_{\text{Iw},1}^{l} \) is not the entire ordinary locus of \( X_{\text{Iw},1} \), but rather the component of the ordinary locus where the corresponding subgroup \( H \) is also multiplicative. This description of \( X_{\text{Iw},1} \) inside the special fibre of \( X_0(p) \) coincides with the description of \( X_1^{\geq 1} \) inside the special fibre of \( X \) from the well-known
description of the special fibre of \( X_{Iw} = X_0(p) \) as two copies of \( X \) intersecting transversally at the supersingular points, with one copy generically having \( H \) étale and the other with \( H \) generically multiplicative. Note that all of this is taking place on the special fibre, and that ultimately we also want information about characteristic zero. Thus one also has to consider the corresponding formal scheme \( X_{Iw}^f \) with special fibre \( X_{Iw,1}^f \). (This is just the formal scheme whose rigid analytic space is the usual component of the ordinary locus containing \( \infty \).) Many of the arguments comparing complexes reduce via Nakayama’s lemma to statements that are ultimately checked on the special fibre. We now have the following theorem:

**Theorem 3.3.1.** Let \( e(U) \) denote the Hida projector associated to \( U \). There is an isomorphism

\[
e(U)R\Gamma(X_1(p), \Omega^1) \simeq e(U)R\Gamma(X_{Iw}^f, \Omega^1).
\]

Let us unpack what this Theorem says in a number of steps. First, because \( X_{Iw}^f \) is affine, the complex on the RHS has amplitude \([0, 0]\), which is exactly what we want for \( M^* \). On the other hand, the \( H^0 \) term is, \textit{a priori}, infinite dimensional. Hence the equality with the LHS at the level of \( H^0 \) terms shows that the complex on the RHS does compute a finite dimensional space of classical forms. Second, because \( X_1(p) \) is projective, the LHS \textit{a priori} has amplitude \([0, 1]\). Thus this theorem also says that the Hida projector \( e(U) \) annihilates the higher cohomology groups. Note that implicit in this theorem is even that there is a way to \textit{define} the Hecke operator \( U \) on higher cohomology, which is not at all transparent. None the less, once we have a theorem of this kind, it leads to a natural definition of \( M^*_Q \) which has all the requisite properties concerning amplitudes, and the only thing remaining to prove a modularity lifting theorem is to know that the Galois representations associated to classes in \( e(U)H^1(X_1(p), \Omega^1) \) are indeed ordinary in the usual sense.

### 3.4. Siegel Modular Forms of parallel weight two over \( \mathbb{Q} \)

Let us now move on to the penultimate case we shall consider, which is the case of Siegel modular forms of weight \((2, 2)\) over \( \mathbb{Q} \), which is exactly where one should expect to find forms associated to Abelian surfaces over \( \mathbb{Q} \). By the \( F = \mathbb{Q} \) case of Lemma [2.8.5] the invariant \( l_0 = 1 \) in this case. Let \( X \) denote a smooth toroidal compactification of the Siegel 3-fold over \( \text{Spec}(\mathcal{O}) \). There exists a line bundle \( \omega^2 \) (which is of the form \((\det \mathcal{E}) \otimes \omega_2 \) for a rank two bundle \( \mathcal{E} = \pi_*\Omega^1_{A/Y} \) over the interior \( Y \) of \( X \)) such that Siegel modular forms of scalar weight 2 over \( \mathbb{C} \) are precisely given by classes in \( H^0(X, \omega^2 \otimes \mathcal{O}) \). As in the case of weight two modular forms over \( \mathbb{Q} \), we naturally want to take \( M^* = R\Gamma(X, \omega^2)_m \) for suitable \( m \), and we immediately run in to the problem that we do not know how to prove the non-vanishing of

\[
H^2(X, \omega^2)_m.
\]
As in the case of classical modular forms of weight two considered in §3.3, the group $H^2(X, \omega^2)$ will (in general) be non-zero and see contributions from certain non-tempered automorphic forms (whose associated Galois representations will be reducible). However, we currently have very little idea how to prove integral vanishing statements. If $(k, l)$ is a pair of integers with $k \geq l \geq 2$, there exists an automorphic vector bundle whose coherent cohomology in degree zero gives the space of classical (vector valued) Siegel modular forms of weight $(k, l)$ — it is given by $(\text{Sym}^{k-l} \mathcal{E}) \otimes (\det \mathcal{E})^\otimes l$ over $Y \subset X$. When $k = l$, this is a line bundle and one recovers the classical space of scalar forms. The corresponding Galois representations (when irreducible) are conjecturally associated to deformation problems of type $l_0 = 0$ when $k \geq l \geq 3$ and of type $l_0 = 1$ when $k \geq l = 2$. We can moreover consider $l_0 = 1$ modularity problems for $\kappa = (k, 2)$ of this type, in which case we denote the vector bundle by $\omega^\kappa$. Curiously enough, although the considerations on the Galois side are very similar in weights $(2, 2)$ and $(k, 2)$ for $k > 2$, the automorphic situation is often simpler in the later case, because at least in these settings there are no longer any non-tempered forms contributing to $H^2(X, \omega^\kappa) \otimes \mathbb{C}$. In fact, in favourable circumstances when $p - 1 > k \geq 4$, one can even prove these groups vanish integrally [LS13]. (This is analogous to the distinction between what happens for $\text{GL}(2)$ in weights $k = 2$ and weights $k > 2$.) It will be useful in the sequel to consider the these spaces and the corresponding complexes $M^\kappa_\bullet$ (of various flavours).

The special fibre $X_1$ has a filtration according to the rank of $A[p]$, which is an integer between 0 and 2. The ordinary locus $X_{1}^{=2}$ is precisely the $A$ for which $A[p]$ has rank 2, and its complement $X_{1}^{\leq 1}$ is the vanishing locus of the Hasse invariant. Along this locus, there is a higher Hasse invariant (these higher Hasse invariants constructed in [Box15, GK15] are generalizations of the $B$ which appeared in equation 5), whose vanishing locus in this case is the supersingular locus $X_{1}^{=0}$, and which has codimension 2 inside $X_1$. We let $X_{1}^{\geq 1} = X \setminus X_{1}^{=0}$ denote the complement of the supersingular locus. A first approximation to the complexes we want, at least modulo $p$, are to consider $R\Gamma(X_1^{\geq 1}, \omega^\kappa)$, to construct a certain Hecke operator $T$ on this cohomology, and then to take the projection to the part where $T$ is invertible. There is, unfortunately, a menagerie of Hecke operators and various spaces considered in [BCGP18], with filtrations coming from the $p$-rank as well as the degrees of various choices of isotropic subspaces which are related but different. There are also Hecke operators at $v|p$ at spherical level, Klingen level, and Iwahori level, some of which are the same and some of which are different. In fact, as mentioned previously, there are also two types of Hecke operators for each level. Note, however, that it is crucial in our setting to have $T$ act on the entire complex, which raises the following problem:

**Problem 3.4.1.** How does one define Hecke operators on higher coherent cohomology?
Note that even for $H^0$ things are not always straightforward. Already it is non-trivial to give a good integral definition of $T_p$ for classical modular forms. This is especially true for torsion classes in weight 1. Gross [Gro90] uses the $q$-expansion principle and (implicitly) the fact that the map $\mathcal{X}_0(p) \to \mathcal{X}$ is a finite morphism, which is no longer true in general. The problem is that the “obvious” definition in terms of correspondences does not have the correct normalization, which may and indeed does involve dividing by some power of $p$, which takes some care when considering torsion classes. Conrad [Con07] gives an alternative construction which is still restricted to the modular curve setting. The paper [ERX17] gives a construction of $T$ using a dualizing trace map. The paper [Pil17] introduces a new approach to constructing Hecke operators in higher cohomology using duality in coherent cohomology and fundamental classes (see §3.8.7 of [BCGPT18]). Note that a key point in all of these cases is that the “correct” definition of $T$ involves first defining a map coming from a correspondence and then showing that it is “divisible” by the correct power of $p$. In order to do this, however, the Hecke operator must be given (up to some normalization) as a composition of correspondences, because the arguments which prove that one can normalize these operators correctly are geometric. In particular, if Hecke operators $A$ and $B$ are defined separately using different correspondences, there is no obvious way for proving that (for example) their sum is divisible by $p$. Thus it is miraculous that, in the setting of $GSp(4)$, that one does have access to such constructions for enough relevant Hecke operators, which was one of the crucial observations of [Pil17]. The first important Hecke operator (denoted $T$) is one which is closely related to double cosets of diag$(1,p,p,p^2)$, although it is not literally what one would call $U_{Sp,h.2}$ (in contrast to $U_{Sp,h.1}$ occurring in equation [3]). It is defined by considering the composite of two correspondences: one from $\mathcal{X} = \mathcal{X}_{Sp}$ to $\mathcal{X}_{Par}$ (where Par denotes paramodular level structure at $p$), and the other from a correspondence between $\mathcal{X}_{Par}$ and $\mathcal{X}$, both of these maps corresponding to diag$(1,1,1,p)$ and diag$(1,p,p,p)$.

If $k$ is sufficiently large ($k \geq 3$), then the action of $T$ on a classical Siegel modular form of weight $\kappa = (k,2)$ with crystalline Frobenius eigenvalues $\{\alpha, \beta, p^{k-1}/\alpha, p^{k-1}/\beta\}$ will be (up to reordering) $\alpha \beta \mod p$. Hence, at least in these weights, the idempotent associated to $T$ cuts out the ordinary space (at least for large enough $k$).

In the previous section, the spaces $X_{\geq 1}$ were affine and thus had cohomology only in degree zero. The space $X_{\geq 1}$ here is no longer affine, but it almost has the property that it is covered by two affines, namely, it is the complement of the zero locus of two sections. The weasel word almost is required because this is only literally true on the minimal compactification (where the higher Hasse invariants are defined). But that turns out to be just as good, since the higher derived images of the pushforward of automorphic sheaves under the map $\pi : X \to X^{\text{min}}$ all vanish ([HLTT16] Theorem 5.4), see also [AIP15]). So, for all intents and purposes (and for the coherent
sheaves we consider) $X_{1}^{\geq 1}$ has cohomological dimension 1 (as does the related space $X^{I}_{Kli,1}$ which occurs below). The next step is to consider the map

$$e(T)\Gamma(X_{1}^{\geq 1}, \omega^{\kappa}) \to e(T)\Gamma(X_{1}, \omega^{\kappa}).$$

Again we are in the situation where the LHS has amplitude $[0,1]$ and the RHS is finite. What one actually proves is a comparison between these complexes in Equation 6 for weights $(k,2)$ where $k$ is sufficiently large. One of the main ideas of [Pil17] is that the amplitude $[0,1]$ complex on the LHS can be $p$-adically interpolated over weights $(k,2)$ as $k$ varies. Note that in usual Hida theory, one interpolates a single amplitude $[0,0]$ complex over all weights, and the specialization of that single term to a regular weight recovers the classical space. Here the idea is to interpolate the complex of amplitude $[0,1]$ over a space of irregular weights of the form $(k,2)$, such that the specialization recovers a complex which, at least for large enough $k$, returns the classical ordinary complex. In order to interpolate ordinary modular forms in the usual setting, one has to work at $p^{\infty}$-power level (at the Igusa tower), and similarly in this setting one has to consider spaces at (higher) Klingen level, where the infinite Klingen level structure amounts to choosing a cyclic subgroup $H \subset A[p^{\infty}]$. Here one can $p$-adically interpolate the sheaves $\omega^{\kappa}$ into a big sheaf $\Omega^{\kappa}$. Replacing $X$ now by $X_{Kli}$, where one imposes level $p$ Klingen structure at $p$, there is a corresponding space $X^{I}_{Kli,1}(p^{\infty})$ where the corresponding rank one $p$-divisible group $H$ is multiplicative. Now the desired complex $M^{\bullet}_{\Lambda}$ is constructed as follows. First one takes the ordinary projection $e(U)\Gamma(X^{I}_{Kli}(p^{\infty}), \Omega^{\kappa})$, where $e(U)$ is an ordinary projector associated to the corresponding Hecke operator $U = U_{Kli,2}$ at Klingen level in contrast with the operator $T$ (which was related to $U_{Sp,2}$) above, and $\Omega^{\kappa}$ is a big sheaf (of the flavour considered in [AIP15]) which interpolates weights of the form $(k,2)$ as $k$ varies. The operator $U_{Kli,2}$ in contrast to $T$ is well behaved in weight $(2,2)$. This complex is now a complex over the rank one Iwasawa algebra, and a specialization to weight $\kappa = (2,2)$ gives the complex which we ultimately want to use in our modularity lifting arguments.

In order to avoid missing the forest through the trees, let us recap in reverse:

1. We construct complexes $M^{\bullet}$ of amplitude $[0,1]$ by first constructing big complexes $M^{\bullet}_{\Lambda}$ over an Iwasawa algebra parametrizing irregular weights $(k,2)$ and then specializing to weight $\kappa = (2,2)$. We know enough about this complex in $H^{0}$ to compare $H^{0}$ of this specialization to a space of classical forms.

2. Under appropriate assumptions on $m$ and $\overline{m}$, by doubling we can prove the required local–global compatibility for $H^{0}$.

3. We prove comparisons between the three complexes $M^{\bullet}$ and its specializations with the other complexes $\Gamma(X_{1}^{\geq 1}, \omega^{\kappa})$ and $\Gamma(X_{1}, \omega^{\kappa})$. 
Note that $X_{1}^{\geq 1}$ is related but not quite the same as the special fibre $X_{\text{Kli},1}^{I}$ at Klingem level (unlike for modular curves where the analogous objects were literally the same.)

(4) We can prove enough about the $H^{1}$ terms of these complexes in characteristic zero (since we are in the $l_{0} = 1$ situation) to apply the Taylor–Wiles method. Using language from [CG18], we want to prove that the complex $M^{\bullet}$ is balanced, which amounts to showing that the Euler characteristic ($\dim H^{0} - \dim H^{1}$) is $\leq 0$, which ultimately follows from specialization of the big complex $M_{A}^{\bullet}$ not to weight $\kappa = (2, 2)$ but to higher irregular weights $(k, 2)$ (where the $H^{2}$ terms vanish in characteristic zero, and where our comparison theorems allow us to compare to $R\Gamma(X_{1}, \omega^{\kappa})$), and then using local constancy of Euler characteristics.

A key ingredient is to construct families of modular forms (or at least complexes) of varying irregular weights, which is related to notions of overconvergence first studied by Coleman and recently vastly generalized by [AIP15]. We freely admit that this is all sufficiently new so that our results are probably not optimal as far as either the method of proofs or the strength of the conclusions. However, we were motivated by proving a particular theorem so optimization and elegance of arguments was not always the highest priority.

We are now ready to pass from $\mathbb{Q}$ to $F$. (Ready or not, here we go.)

### 3.5. Siegel Modular Forms of parallel weight two over totally real fields $F$

Let us now pass to totally real fields $F$, where we shall assume that $p$ is totally split. One (of several) advantages of working with $p$ totally split is that the local geometry at all $v|p$ is approximated by a product of what happens for $F = \mathbb{Q}$. The invariant $l_{0}$ in the case of abelian surfaces is (Lemma 2.8.5) equal to $\sum_{v|p} 1 = [F : \mathbb{Q}]$. Just as we did above, with $U_{v} = U_{\text{Kli}(v), 2}$, we can construct a complex

$$
\prod_{v|p} e(U_{v})R\Gamma(X_{\text{Kli}(p^{\infty}), \omega^{\kappa})_{m}
$$

of amplitude $[0, l_{0}]$ which “should,” by all measure, be the “correct” complex after specialization to parallel weight $(2, 2)$. (To be fair, the corresponding complex $R\Gamma(X, \omega^{2})_{m}$ should also be the correct complex as well.) The difficulty is that the only arguments we have for proving local–global compatibility apply to $H^{0}$, and to say anything about the complex of Equation 7 we would need local-global compatibility results for $H^{i}$ for all $i < l_{0}$ (as well as some extra information about $H^{l_{0}}$ in characteristic zero.) This is something we have no idea how to do! Instead, what we actually do is a dirty trick. Let us work backwards to motivate our construction. We want to construct a classical form $f$ of weight $(2, 2)$ which is ordinary for all $v|p$. It turns out to be equivalent to construct a corresponding classical form $f$ whose level at all $v|p$ has Klingem level structure. This form will be an eigenvector for a Hecke operator $U_{\text{Kli}(v), 1}$ (and $U_{\text{Kli}(v), 2}$) for $v|p$. The eigenvalue of $U = U_{\text{Kli}(v), 2}$
will be $\alpha_v\beta_v$, but the eigenvalue of $U_{\text{Kli}(v),1}$ will be $\alpha_v + \beta_v$. Associated to any set $I \subset v/p$, we can consider the oldforms which have Iwahori level at $v \in I$. For each of these forms, and for each choice $\tau_v \in \{\alpha_v, \beta_v\}$ (which we assume are distinct modulo $p$), there should be an old form with the following properties:

1. At primes $v \in I$, the eigenvalue of $U_{\text{Iw}(v),1}$ is $\tau_v \in \{\alpha_v, \beta_v\}$.
2. At primes $v \notin I$, the eigenvalue of $U_{\text{Kli}(v),1}$ is $\alpha_v + \beta_v$.

For a fixed $I$, there are $2^{|I|}$ such forms. These collections of oldforms may be familiar to readers who have seen a proof of the Artin conjecture for totally real fields in which $p$ splits completely. The strategy in the Artin case is that, simply using classical ordinary modularity lifting theorems, one constructs the $2^{[F:Q]}$ forms $f$ for $I = \{v|p\}$ over the ordinary locus, and then uses analytic continuation and étale descent and the $q$-expansion principle to glue these forms together and extend over the entire Hilbert modular variety to obtain the classical form (following the original approach of [BT99].) It is well known that this approach doesn’t work in the Siegel case, because the $q$-expansions cannot be recovered from the Hecke eigenvalues. Instead, what we first do is construct the $2^{[F:Q]}$ forms $f_\ell$ on the ordinary locus (and their analytic continuations) with $I = \{v|p\}$ using $l_0 = 0$. But then we construct the $2^{[F:Q]-1}$ forms $g_{w,\ell}$ for every $J = \{v|p\} \setminus \{w\}$ of size $[F : Q] - 1$. (So in total there are $[F : Q]2^{[F:Q]-1}$ such forms $g_{w,\ell}$ as $w$ and $\ell$ vary.)

The construction of these forms $g_{w,\ell}$ (which have analytical continuations into regions which depend on whether $v \in J$ or not) comes by applying modularity results in the $l_0 = 1$ setting in a manner completely analogous to what was described in the $l_0 = 1$ case over $Q$, although now using complexes which are a mix of Klingen tower level structure at $w|p$ and Iwahori level structure at all other $v|p$. (There is a certain amount of horrible indexing pain that occurs in [BCGPI18] but seems somewhat unavoidable.) By multiplicity one results for the ordinary forms (coming out of the usual Taylor–Wiles method) we have that $g_{w,\ell}$ lie inside the dimension two space generated by $f_\ell$ where $\tau_v$ is determined by $g$ for $v \in J$, and $\tau_w \in \{\alpha_w, \beta_w\}$. In particular, our new $l_0 = 1$ modularity theorem allows us (in effect) to glue together these pair of forms $f_\ell$ to get $g_{w,\ell}$ without having to use $q$-expansions (because $g_{w,\ell}$ has been constructed by the $0 = 1$ modularity lifting theorem instead of gluing), and thus to be able to analytically continue them deeper into our space than one can achieve simply in the classical ordinary case. This crucial step then turns out to be enough (combined with étale descent and induction for all $J \subset \{v|p\}$) to obtain the desired form $f$ over a suitably large region of $X$ so that it can then be analytically continued across all of $X_{\text{Kli}}$ using the approach first found by Kassaei [Kas06]. Hence we obtain classicality of $f$ which completes the proof.

3.6. A few extras in passing. It’s always a little hard to describe a 300 page paper in 3 pages. One remark that might be worth making is why
70 of those pages are taken up with the Taylor–Wiles method. One point is
that we do need to explain why Taylor’s Ihara avoidance argument works
for GSp(4) rather than GL(n) — there are a few twists which require slightly
different treatment here. The main point, however, is as follows. If our desired
goal was simply to prove the potential modularity of abelian surfaces, there
is enough flexibility in the choice of \( p \) to ensure that all the local ordinary de-
formation rings which arise are smooth. This would have simplified a number
of issues both related to the properties of these local deformation rings as
well as some local representation theory. However, we made the extra effort
to relax the local conditions in order that our theorems apply to ordinary
abelian surfaces when \( p = 3 \). One reason for doing so is that it is possible to
produce many (infinitely many) abelian surfaces over \( \mathbb{Q} \) with \( \text{End}_0(A_C) = \mathbb{Z} \)
which we can prove are modular, rather than potentially modular. This is a
consequence of the happy accident that the moduli space \( A_2(3) \) with prin-
cipal level structure at 3 is rational, since this space is actually birational
to the Burkhardt quartic ([Bur91, Cob06, Bak46, Hum96, BN17]). Not
only that, but given any representation
\[
\bar{\rho} : G_{\mathbb{Q}} \to \text{GSp}_4(\mathbb{F}_3)
\]
whose similitude character is cyclotomic, the corresponding twist \( A_2(\bar{\rho}) \) is
always unirational over \( \mathbb{Q} \) of degree at most 6 and thus contains infinitely
many rational points. (Curiously enough, this twist is typically not rational
over \( \mathbb{Q} \) and often not even unirational for any map of degree less than 6 —
this happens, for example, when \( \bar{\rho} \) has surjective image [CC18]).

3.7. While you sit here (as I am leaving). My hope is that these
lectures leave you in a slightly better mood than that of Captain Haddock.
Figure 1. Captain Haddock, from The Calculus affair by Hergé. This probably won’t make it into the published version for copyright reasons.
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