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This volume is a collection of five papers (to be referred to as I-V). The first four together give a thorough treatment of homology operations and of their application to the calculation of, and analysis of internal structure in, the homologies of various spaces of interest. The last studies an up to homotopy notion of an algebra over a monad and the role of this notion in the theory of iterated loop spaces. I have established the algebraic preliminaries necessary to the first four papers and the geometric preliminariesnecessary for all of the papers in the following references, which shall be referred to by the specified letters throughout the volume.
[A]. A general algebraic approach to Steenrod operations. Springer Lecture Notes in Mathematics Vol. 168, 1970, 153-231.
[G]. The Geometry of Iterated Loop Spaces. Springer Lecture Notes in Mathematics Vol. 271, 1972.
[G']. $E_{\infty}$ spaces, group completions, and permutative categories. London Math. Soc. Lecture Note Series Vol. 11, 1974, 61-93.

In addition, the paper II here is a companion piece to my book (contributed to by F. Quinn, N. Ray, and J. Tornehave)
[R]. $\quad E_{\infty}$ Ring Spaces and $E_{\infty}$ Ring Spectra.

With these papers, this volume completes the development of a comprehensive theory of the geometry and homology of iterated loop spaces. There are no known results in or applications of this area of topology which do not fit naturally into the framework thus established. However, there are several papers by other authors which seem to me to add significantly to the theory developed in [G]. The relevant references will be incorporated in the list of errata and addenda to [A], [G], and [G'] which concludes this volume.

The geometric theory of [G] was incomplete in two essential respects. First, it worked well only for connected spaces (see [G, p. 156158]). It was the primary purpose of [ $G^{\prime}$ ] to generalize the theory to non-connected spaces. In particular, this allowed it to be applied to the classifying spaces of permutative categories and thus to algebraic K-theory. More profoundly, the ring theory of [R] and II was thereby made possible.

Second, the theory of [G] circumvented analysis of homotopy invariance (see [G, p. 158-160]). It is the purpose of Lada's paper $V$ to generalize the theory of [G] to one based on homotopy invariant structures on topological spaces in the sense of Boardman and Vogt [Springer Lecture Notes in Mathematics, Vol. 347] ${ }^{1}$. In Boardman and

[^0]Vogt's work, an action up to homotopy by an operad (or PROP) on a space was essentially an action by a larger, but equivalent, operad on the same space. In Lada's work, an action up to homotopy is essentially an action by the given operad on a larger, but equivalent, space. In both cases, the expansion makes room for higher homotopies. While these need not be made explicit in the first approach, it seems to me that the second approach is nevertheless technically and conceptually simpler (although still quite complicated in detail) since the expansion construction is much less intricate and since the problem of composing higher homotopies largely evaporates.

We have attempted to make the homological results of this volume accessible to the reader unfamiliar with the geometric theory in the papers cited above. In I, I.set up the theory of homology operations on infinite loop spaces. This is based on actions by $\mathrm{E}_{\infty}$ operads $\zeta$ on spaces and is used to compute $H_{*}\left(C X ; Z_{p}\right)$ and $H_{*}\left(Q X ; Z_{p}\right)$ as Hopf algebras over the Dyer-Lashof and Steenrod algebras, where $C X$ and $Q X$ are the free $\zeta^{-}$-space and free infinite loop space generated by a space $X$. The structure of the Dyer-Lashof algebra is also analyzed. In II, I set up the theory of homology operations on $E_{\infty}$ ring spaces, which are spaces with two suitably interrelated $E_{\infty}$ space structures. In particular, the mixed Cartan formula and mixed Adem relations are proven and are
shown to determine the multiplicative homology operations of the free $\mathrm{E}_{\mathrm{o}}$ ring space $\mathrm{C}\left(\mathrm{X}^{+}\right)$and the free $\mathrm{E}_{\mathrm{o}}$ ring infinite loop space $\mathrm{Q}\left(\mathrm{X}^{+}\right)$ generated by an $E_{\infty}$ space $X$. In the second half of II, homology operations on $E_{\infty}$ ring spaces associated to matrix groups are analyzed and an exhaustive study is made of the homology of BSF and of such related classifying spaces as BTop (at $p>2$ ) and BCoker J. Perhaps the most interesting feature of these calculations is the precise homological analysis of the infinite loop splitting BSF $=$ BCoker $J \times B J$ at odd primes and of the infinite loop fibration $B C o k e r ~ J \rightarrow B S F \rightarrow B J \otimes$ at $\mathrm{p}=2$.

In III, Cohen sets up the theory of homology operations on n-fold loop spaces for $n<\infty$. This is based on actions by the little cubes operad $\zeta_{n}$ and is used to compute $H_{*}\left(C_{n} X ; Z_{p}\right)$ and $H_{*}\left(\Omega^{n} \Sigma^{n} X ; Z_{p}\right)$ as Hopf algebras over the Steenrod algebra with three types of homology operations. While the first four sections of III are precisely parallel to sections $1,2,4$, and 5 of $I$, the construction of the unstable operations (for odd p) and the proofs of all requisite commutation formulas between them (which occupies the rest of III) is several orders of magnitude more difficult than the analogous work of I (most of which is already contained in [A]). The basic ingredient is a homological analysis of configuration spaces, which should be of independent interest. In IV, Cohen computes
$\mathrm{H}_{*}\left(\mathrm{SF}(\mathrm{n}) ; \mathrm{Z}_{\mathrm{p}}\right.$ ) as an algebra for p odd and n even, the remaining cases being determined by the stable calculations of II. Again, the calculation is considerably more difficult than in the stable case, the key fact being that $H_{*}\left(\operatorname{SF}(n) ; Z_{p}\right)$ is commutative even though $\operatorname{SF}(n)$ is not homotopy commutative. Due to the lack of internal structure on $\operatorname{BSF}(n)$, the calculation of $H_{*}\left(\operatorname{BSF}(n) ; Z_{p}\right)$ is not yet complete.

In addition to their original material, I and III properly contain all work related to homology operations which antedates 1970 , while II contains either complete information on or at least an introduction to most subsequent work in this area, the one major exception being that nothing will be said about BTop and BPL at the prime 2. Up to minor variants, all work since 1970 has been expressed in the language and notations established in I§1-§2 and II §1.

Our thanks to Maija May for preparing the index.
J. P. May August 20, 1975
I. J.P. May. The homology of $E_{\infty}$ spaces ..... 1
II. J.P. May. The homology of $\mathrm{E}_{\infty}$ ring spaces ..... 69
III. F. Cohen. The homology of $\zeta_{n+1}$-spaces, $n \geq 0$ ..... 207
IV. F. Cohen. The homology of $\operatorname{SF}(\mathrm{n}+1)$ ..... 352
V. T. Lada. Strong homotopy algehras over monads ..... 399
Index ..... 480
Errata and Addenda to [A], [G], and [G'] ..... 484

Homology operations on iterated loop spaces were first introduced, mod 2, by Araki and Kudo [1] in 1956; their work was clarified and extended by Browder [2] in 1960. Homology operations mod $p, p>2$, were first introduced by Dyer and Lashof [6] in 1962. The work of Araki and Kudo proceeded in analogy with Steenrod's construction of the $\mathrm{Sq}^{\mathrm{n}}$ in terms of $U_{i}$-products, whereas that of Browder and of Dyer and Lashof proceeded in analogy with Steenrod's later construction of the $P^{n}$ in terms of the cohomology of the symmetric group $\Sigma_{p}$. The analogy was closest in the case of infinite loop spaces and, in [A], I reformulated the algebra behind Steenrod's work in a sufficiently general context that it could be applied equally well to the homology of infinite loop spaces and to the cohomology of spaces. Later, in [G], I introduced the notions of $E_{\infty}$ operad and $E_{\infty}$ space. Their use greatly simplifies the geometry required for the construction and analysis of the homology oper ations and, in the non-connected case, yields operations on a wider class of spaces than infinite loop spaces. These operations, and further operations on the homology of infinite loop spaces given by the elements of $\mathrm{H}_{*} \widetilde{F}$, will be analyzed in section 1.

Historically, the obvious next step after introduction of the homology operations should have been the introduction of the Hopf algebra of all
(and more complicated structrues) over this algebra, in analogy with the definitions in cohomology given by Steenrod [22] in 1961. However, this step seems not to have been taken until lectures of mine in 1968-69. The requisite definitions will be given in section 2 . Since the idea that homology operations should satisfy Adem relations first appears in [6] (although these relations were not formulated or proven there), we call the resulting algebra of operations the Dyer-Lashof algebra; we denote it by R. The main point of section 2 is the explicit construction of free allowable structures over R.

During my 1968-69 lectures, Madsen raised and solved at the prime 2 the problem of carrying out for $R$ the analog of Milnor's calculation of the dual of the Steenrod algebra A. His solution appears in [8]. Shortly after, I solved the problem at odd primes, where the structure of $R^{*}$ turned out to be surprisingly complicated. The details of this computation ( $p=2$ included) will be given in section 3 .

In section 4, we reformulate (and extend to general non-connected spaces $X$ ) the calculation of $H_{*} Q X, Q X=\lim _{\rightarrow} \Omega^{n} \Sigma^{n} X$, given by Dyer and Lashof [6]. Indeed, the definitions in section 2 allow us to describe $\mathrm{H}_{*} \mathrm{QX}$ as the free allowable Hopf algebra with conjugation over R and A . With the passage of time, it has become possible to give considerábly simpler details of proof than were available in 1962. We also compute the Bockstein spectral sequence of $Q X$ (for each prime) in terms of that of X .

Just as $Q X$ is the free infinite loop space generated by a space $X$, so $C X$, as constructed in [G, 5 2], is the free $\zeta$-space generated by X (where $\zeta$ is an $\mathrm{E}_{\infty}$ operad). In section 5, we prove that $\mathrm{H}_{*} \mathrm{CX}$ is the
free allowable Hopf algebra (without conjugation) over $R$ and $A$. The proof is quite simple, especially since the geometry of the situation makes half of the calculation an immediate consequence of the calculation of $H_{*} \mathrm{QX}$. Although the result here seems to be new, in this generality, special cases have long been known. When $X$ is connected, $C X$ is weakly equivalent to QX by $[G, 6.3]$. When $X=S^{0}, C X=\Perp K\left(\Sigma_{j}, 1\right)$ and the result thus contains Nakaoka's calculations [ $16,17,18$ ] of the homology of symmetric groups. We end section 5 with a generalization (from $S^{0}$ to arbitrary spaces X) of Priddy's homology equivalence $B \Sigma_{\infty} \rightarrow Q_{0} s^{0}$ [20].

In section 6, we describe how the iterated homology operations of an infinite loop space appear successively in the stages of its Postnikov decomposition.

In section 7, we construct and analyze homology operations analogous to the Pontryagin $p^{\text {th }}$ powers in the cohomology of spaces. Wher …… $p=2$, these operations were first introduced by Madsen [9].

Most of the material of sections 1-4 dates from my 1968-69 lectures at Chicago and was summarized in [12]. The material of section 5 dates from my 1971-72 lectures at Cambridge. The long delay in publication, for which I must apologize, was caused by problems with the sequel II (to be explained in its introduction).
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## §1. Homology operations

We first define and develop the properties of homology operations on $E_{\infty}$ spaces. We then specialize to obtain further properties of the resulting operations on infinite loop spaces. In fact, the requisite geometry has been developed in $[G, \S 1,4,5$, and 8] and the requisite algebra has been developed in [A, §1-4 and 9]. The proofs in this section merely describe the transition from the geometry to the algebra.

All spaces are to be compactly generated and weakly Hausdorff; T denotes the category of spaces with non-degenerate base-point [G, p.l]. All homology is to be taken with coefficients in $Z_{p}$ for an arbitrary prime $p$; the modifications of statements required in the case $\mathrm{p}=2$ are indicated inside square brackets

We require some recollections from [G] in order to make sense of the following theorem. Recall that an $\mathrm{E}_{\infty}$ space ( $\mathrm{X}, \theta$ ) is a Q-space over any $E_{\infty}$ operad $\zeta[G$, Definitions 1.1, 1.2, and 3.5]; $\theta$ determines an $H$-space structure on $X$ with the base-point $* \in X$ as identity element and with $\theta_{2}(c): X \times X \rightarrow X$ as product for any $c \in \zeta(2)$ [G, p.4]. Recall too that the category $\zeta[\pi]$ of $\zeta$-spaces is closed under formation of loop and path spaces [G, Lemma 1.5] and has products and fibred products [G, Lemma 1.7]. Theorem 1.1. Let $\zeta$ be an $E_{\infty}$ operad and let $(x, \theta)$ be a $\zeta$-space. Then there exist homomorphisms $Q^{s}: H_{\star} X \rightarrow H_{\star} X, s \geq 0$, which satisfy the following properties:
(1) The $Q^{5}$ are natural with respect to maps of $\oint$-spaces.
(2) $Q^{5}$ raises degrees by $2 s(p-1)$ [by $\left.s\right]$.
$Q^{s} x=0$ if $2 s<$ degree ( $x$ ) [if $\left.s<d e g r e e(x)\right], x \in H_{*} X$

The external, internal, and diagonal Cartan formulas hold: $Q^{s}(x \otimes y)=\sum_{i+j=s} Q^{i} x \otimes Q^{j} y$ if $x \otimes y \in H_{*}(X \times Y),\left(Y, \theta^{\prime}\right) \in \zeta[T] ;$ $Q^{s}(x y)=\sum_{i+j=s}\left(Q^{i} x\right)\left(Q^{j} y\right)$ if $x, y \in H_{*} x$; and $\psi\left(Q^{s} x\right)=\sum_{i+j=s} \Sigma Q^{i} x^{\prime} \otimes Q^{j} x^{\prime \prime}$ if $\psi x=\Sigma x^{\prime} \otimes x^{\prime \prime}, x \in H_{*} x$.

The $Q^{5}$ are stable and the Kudo transgression theorem holds: $Q^{s} \sigma_{*}=\sigma_{*} Q^{s}$, where $\sigma_{*}: \tilde{H}_{*} \Omega X+H_{*} X$ is the homology suspension; if $X$ is simply connected and if $x \in H_{q} X$ transgresses to $Y \in H_{q-1} \Omega X$ in the Serre spectral sequence of the path space fibration $\pi: P X \rightarrow X$, then $Q^{s} X$ and $B Q^{s} X$ transgress to $Q^{s} y$ and $-\beta Q^{s} y$ and, if $p>2$ and $q=2 s, x^{p-1} \otimes Y$ "transgresses" to $-\beta Q^{s} y, \alpha^{q(p-1)}\left(x^{p-1} \otimes y\right)=-\beta Q^{s} y$.

The Adem relations hold: If $p \geq 2$ and $r>p s$, then

$$
Q_{Q}^{r}{ }_{Q}^{s}=\sum_{i}(-1)^{r+i}(p i-r, r-(p-1) s-i-1) Q^{r+s-i_{Q}}
$$

if $p>2, r \geq p s$, and $\beta$ denotes the mod $p$ Bockstein, then

$$
\begin{aligned}
Q^{r} \beta_{Q} s & =\sum_{i}(-1)^{r+i}(p i-r, r-(p-1) s-i) \beta Q^{r+s-i_{Q}}{ }^{i} \\
& -\sum_{i}(-1)^{r+i}(p i-r-1, r-(p-1) s-i) Q^{r+s-i_{B Q}}{ }^{i}
\end{aligned}
$$

The Nishida relations hold: Let $P_{*}^{r}: H_{*} X \rightarrow H_{*} X$ be dual to $P^{r}$ where $P^{r}=S q^{r}$ if $p=2$ (thus $P^{r}=\left(P_{*}^{r}\right)^{*}$ on $H^{*} X=\left(H_{*} X\right)^{*}$ ). Then

$$
P_{*}^{r} Q^{s}=\sum_{i}(-1)^{r+i}(r-p i, s(p-1)-p r+p i) Q^{s-r+i} P_{*}^{i}
$$

in particular, $B Q^{s}=(s-1) Q^{s-1}$ if $p=2$; if $p>2$, $P_{*}^{r} \beta Q^{s}=\sum_{i}(-1)^{r+i}(r-p i, \quad s(p-1)-p r+p i-1) \beta Q^{s-r+i} P_{*}^{i}$

$$
+\sum_{i}(-1)^{r+i}(r-p i-1, s(p-1)-p r+p i) Q^{s-r+i_{p} i} \beta .
$$

(In (8) and (9), $(i, j)=(i+j)!/ i!j!$ if $i>0$ and $j>0,(i, 0)=1=(0, i)$ if $i \geq 0$, and $(i, j)=0$ if $i<0$ or $j<0$; the sums run over the integers.)
Proof: The symmetric group $\Sigma_{p}$ acts freely on the contractible space $\mathscr{C}(p)$, hence the normalized singular chain complex $C_{*} \mathscr{K}(p)$ is a $\sum_{p}$-free resolution of $Z_{p}[7$, IV 11]. Let $W$ be the standard $\pi$-free resolution of $z_{p}[A$, Definition 1.2$]$, where $\pi$ is cyclic of order $p$, and let $j: W \rightarrow C_{*} \zeta(p)$ be a morphism of $\pi$-complexes over $Z_{p}$. Let $\left(C_{*} X\right)^{p}$ denote the p-fold tensor product. We are given a $\Sigma_{p}$-equivariant map $\theta_{p}: \quad \zeta(p) \times X^{p}+X$, and we define $\theta_{*}: W \otimes\left(C_{*} X\right)^{p} \rightarrow C_{*} X$ to be the following composite morphism of $\pi$-complexes:

$$
W \otimes\left(c_{*} x\right)^{p} \xrightarrow{j \otimes \eta} c_{*} \mathscr{\zeta}(p) \otimes c_{*}\left(x^{p}\right) \xrightarrow{\eta} c_{*}\left(\mathscr{E}(p) \times x^{p}\right) \xrightarrow{c_{*}{ }^{\theta} p} c_{*} x
$$

Here $\eta$ is the shuffle map; for diagram chases, it should be recalled that $\eta: C_{*} X \otimes C_{*} Y \rightarrow C_{*}(X X Y)$ is a commutative and associative natural transformation which is chain homotopy inverse to the Alexander-Whitney map $\xi$. In view of $[G$, Lemmas 1.6 and 1.9 (i)], $\left(C_{*} X, \theta_{*}\right)$ is a unital and mod $p$ reduced object of the category $\zeta(p, \infty)$ defined in [A, Definitions 2.1]. Moreover, $(x, \theta)+\left(C_{*} X, \theta_{*}\right)$ is clearly the object map of a functor from $C[T]$ to the subcategory $P(p, \infty)$ of $\mathscr{C}(p, \infty)$ defined in [A, Definitions 2.1]. Let $x \in H_{q} X$. As in [A, Definitions 2.2], we define
(i) $Q_{i}(x)=\theta_{*}\left(e_{i} \otimes^{p}\right), \theta_{*}: H\left(W \otimes_{\pi}\left(H_{*} X\right)^{p}\right) \cong H\left(W \otimes_{\pi}\left(C_{*} X\right)^{p}\right) \rightarrow H_{*} X$, and we define the desired operations $Q^{5}$ by the formulas
(ii) $p=2: Q^{s} x=0$ if $s<q$ and $Q^{s} x=Q_{S-q}(x)$ if $s \geq q$; and (iii) $p>2: Q^{S} x=0$ if $2 s<q$ and $o^{s} x=(-1)^{s} v(q) Q_{(2 s-q)(p-1)}(x)$ if $2 \mathrm{~s}>\mathrm{q}$, where $\mathrm{v}(\mathrm{q})=(-1)^{q(q-1) m / 2}(\mathrm{~m}!)^{q}$, with $m=\frac{1}{2}(p-1)$.

The $Q^{s}$ are homomorphisms which satisfy (1) through (5) by [A, Proposition 2.3 and Corollary 2.4]. Note that [A, Proposition 2.31 also implies that if $p>2$, then $\beta Q^{s} x=(-1)^{s} v(q) Q_{(2 s-q)}(p-1)-1(x)$ and the $Q^{s}$ and $\beta Q^{s}$ account for all non-trivial operations $Q_{i}$. For (6), recall that the product of $\zeta$-spaces $(X, \theta)$ and $\left(Y, \theta^{\prime}\right)$ is ( $\mathrm{X} X Y, \tilde{\theta}$ ), where $\tilde{\theta}_{p}$ is the composite
$\zeta(\mathrm{p}) \times(\mathrm{X} \times \mathrm{Y})^{\mathrm{p} \cdot \Delta \times \mathrm{u}} \boldsymbol{\zeta}(\mathrm{p}) \times \zeta(\mathrm{p}) \times \mathrm{X}^{\mathrm{P}} \xrightarrow{1 \times t \times 1} \zeta(\mathrm{p}) \times \mathrm{X}^{\mathrm{P}} \times{ }_{\mathrm{i}} \zeta_{\zeta}(\mathrm{p}) \times \mathrm{Y}^{\mathrm{P}} \xrightarrow{\theta_{\mathrm{p}} \times{ }^{\theta_{p}^{\prime}}} \mathrm{X} \times \mathrm{Y}$ (Here $\Delta, u$, and $t$ are the diagonal and the evident shuffle and interchange maps.) Similarly, the tensor product of objects $\left(K, \theta_{*}\right)$ and $\left(L, \theta_{\%}^{\prime}\right)$ in $\zeta(p, \infty)$ is ( $K \times L, \widetilde{\theta}_{*}$ ), where $\widetilde{\theta}_{*}$ is the composite

$$
\mathrm{W} \otimes(\mathrm{~K} \otimes \mathrm{~L})^{\mathrm{P}} \xrightarrow{\psi \otimes \mathrm{U}} \mathrm{~W} \otimes \mathrm{~W} \otimes \mathrm{~K}^{\mathrm{p}} \otimes \mathrm{~L}^{\mathrm{P}} \xrightarrow{1 \otimes \mathrm{~T} \otimes 1} \mathrm{~W} \otimes \mathrm{~K}^{\mathrm{p}} \otimes \mathrm{~W} \otimes \mathrm{~L}^{\mathrm{P}} \xrightarrow{\theta_{*} \otimes \theta_{\dot{*}}^{\prime}} \mathrm{K} \otimes L .
$$

(Here $\psi, U$, and $T$ are the coproduct on $W$ and the evident shuffle and interchange homomorphisms.) Since $(j \otimes j) \psi$ is $\pi$-homotopic to ( $\left.\xi \circ C_{*} \Delta\right)_{j}$, an easy diagram chase demonstrates that $\eta: C_{*} X \otimes C_{*} Y \rightarrow C_{*}(X X Y)$ is a morphism in the category $\zeta(p, \infty)$. The external Cartan formula now follows from [A, Corollary 2.7]. By [G, Lemmas 1.7 and 1.9 (ii)], $\Delta: X \rightarrow X \times X$ is a map of $\zeta$-spaces and $\left(C_{*} X, \theta_{\psi}\right)$ is a Cartan object of $\quad \varphi(p, \infty)$; the diagonal and internal Gartan formulas follow by naturality. Part (7) is an immediate consequence of [G, Lemma 1.5] and [A, Theorems 3.3 and 3.4]; the simple connectivity of $X$ serves to ensure that $E^{2}=H_{*} X \otimes H_{*} \Omega X$ in the Serre spectral sequence of $\pi: ~ P X \rightarrow X . F o r(8)$, note that the following diagram is commutative by [G, Lemma 1.4]:


An easy diagram chase demonstrates that $\left(C_{*} X, \theta_{*}\right)$ is an Adem object, in the sense of $[A$, Definition 4.1], and (8) follows by [ $A$, Theorem 4.71. Part (9) follows by the naturality of the Steenrod operations from [A, Theorem 9.4], which computes the Steenrod operations in $H_{*}\left(\zeta(p) \times x^{p}\right)$. As explained in [A, p.209], our formula differs by a sign from that obtained by Nishida [19].

Let $\mathcal{L}_{\infty}$ be the category of infinite loop sequences. Recall that an object $Y=\left\{Y_{i}\right\}$ in $\mathcal{L}_{\infty}$ is a sequence of spaces with $Y_{i}=\Omega Y_{i+1}$ and a morphism $g=\left\{g_{i}\right\}$ in $\mathcal{L}_{\infty}$ is a sequence of maps with $g_{i}=\Omega g_{i+1} . Y_{0}$ is said to be an infinite loop space, $g_{0}$ an infinite loop map. By the results of [10], these notions are equivalent for the purposes of homotopy theory to the more usual ones in which equalities are replaced by homotopies. By [G, Theorem 5.1], there is a functor $W_{\infty}: \mathscr{L}_{\infty}+\zeta_{\infty}[r]$, with $\mathcal{W}_{\infty} Y=\left(Y_{0}, \theta_{\infty}\right)$ and $W_{\infty} g=g_{0}$, where $\zeta_{\infty}$ is the infinite little cubes operad of [G, Definition 4.1]. The previous theorem therefore applies to $H_{*} Y_{0}$; the resulting operations $Q^{s}$ will be referred to as the loop operations. The relevant Pontryagin product is that induced by the loop product on $Y_{0}=\Omega Y_{1}$. Note that there are two different actions of $\zeta_{\infty}$ on $\Omega Y_{0}$, one coming from [G, Lemma 1.5] and the other from the fact that $\Omega Y_{0}$ is again an infinite loop space; by [G, Lemma 5.6], these two actions are equivariantly homotopic, hence part (7) of the theorem does apply to the loop operations. Similarly, part (6) applies to the loop operations
since, by [G, Lemma 5.7], the two evident actions of $6_{\infty}$ on the product of two infinite loop spaces are in fact the same.

The recognition theorem [G, Theorem 14.4; $G^{1}$ ] gives a weak homotopy equivalence between any given grouplike $E_{\infty}$ space $X$ and an infinite loop space $B_{0} X$; moreover, as explained in [G, p.153155], the homology operations on $H_{*} X$ coming via Theorem 1.1 from the given $E_{\infty}$ space structure agree under the equivalence with the loop operations on $H_{*} B_{0} X$. Thus, in principle, it is only for non grouplike $E_{\infty}$ spaces that the operations of Theorem 1.1 are more general than loop operations. In practice, the theorem gives considerable geometric freedom in the construction of the operations, and this freedom is often essential to the calculations.

The following additional property of the loop operations, which is implied by [G, Remarks 5.8], will be important in the study of non-connected infinite loop spaces. Recall that the conjugation $x$ on a Hopf algebra, if present, is related to the unit $\eta$, augmentation $\varepsilon$, product $\phi$, and coproduct $\psi$ by the formula $\eta \varepsilon=\phi(I \times \chi) \psi$.
Lemma 1.2. For $Y \in \mathcal{L}_{\infty}, Q^{S} X=X Q^{s}$ on $H_{*} Y_{0}$, where the conjugation is induced from the inverse map on $Y_{0}=\Omega Y_{1}$.

In the next two sections, we will define and study the global algebraic structures which are naturally suggested by the results above. We make a preliminary definition here.

Definition 1.3. Let $A$ be a Hopf algebra. Let A act on $Z_{p}$ through its augmentation, $a \cdot 1=\varepsilon(a)$, and let $A$ act on the tensor product $M \otimes N$ of two left A-modules through its coproduct,

$$
a(m \otimes n)=\Sigma(-1)^{\operatorname{deg} a " d e g ~} m_{a}{ }^{\prime} m \otimes a " n \text { if } \psi a=\Sigma a^{\prime} \otimes a " .
$$

A:left or right structure (algebra, coalgebra, Hopf algebra, Hopf algebra with conjugation, etc.) over $A$ is a left or right

A-module and a structure of the specified type such that all of the structure maps are morphisms of A-modules.

We shall define a Hopf algebra $R$ of homology operations in the next section and, if $Y \in \mathscr{L}_{\infty}, H_{*} Y_{0}$ will be a left Hopf algebra with conjugation over $R$. For any space $X, H_{*} X$ is a left coalgebra over the opposite algebra $A^{0}$ of the Steenrod algebra; here the opposite algebra enters because dualization is contravariant. Henceforward, although we shall continue to write the Steenrod operations $P_{*}^{r}$ on the left, we shall speak of right A-modules rather than of left $A^{0}$-modules. Thus $H_{*} Y_{0}$ is a right Hopf algebra with conjugation over $A$, and the Nishida relations give commutation formulas between the A and R operations on $\mathrm{H}_{\star} \mathrm{Y}_{0}$.

There is yet another Hopf algebra which acts naturally and stably on $H_{*} Y_{0}$ namely $H_{*} \widetilde{F}$ where $\tilde{F}$ is the monoid (under composition) of based maps of spheres. The precise definition of $\vec{F}$ is given in [G, p.74], and it is shown there that composition of maps defines a natural action $c_{\infty}: Y_{0} \times \widetilde{F} \rightarrow Y_{0}$ of $\widetilde{F}$ on infinite loop spaces. The following theorem gives the basic properties of the induced action of $H_{*} \widetilde{F}$ on $H_{*} Y_{0}$.
Theorem 1.4. For $Y \in \mathcal{R}_{\infty}, C_{\infty *}: H_{*} Y_{0} \otimes H_{*}{ }^{F} \rightarrow H_{*} Y_{0}$ gives $H_{*} Y_{0}$ a structure of right Hopf algebra with conjugation over $H_{*} \tilde{F}$.
Moreover, $c_{\infty}$ satisfies the following properties, where $c_{\infty}(x \otimes f)=x f:$
(1) $c_{\infty *}$ is natural with respect to maps in $\mathcal{L}_{\infty}$.
(2) $\sigma_{*}(x f)=\left(\sigma_{*} x\right) f$, where $\sigma_{*}: \tilde{H}_{*} \Omega Y_{0} \rightarrow H_{*} Y_{0}$ is the suspension.
(3) $P_{\star}^{r}(x f)=\sum_{i+j=r}\left(P_{\star}^{i} x\right)\left(P_{\star}^{j} f\right)$ and $\beta(x f)=(\beta x) f+(-1)^{\text {deg } x} x(\beta f)$.
(4) $\quad\left(Q^{s} x\right) f=\sum_{i} Q^{s+i}\left(X P_{*}^{i} f\right)$ and, if $p>2$, $\left(\beta Q^{s} x\right) f=\sum_{i} \beta Q^{s+i}\left(x P_{*}^{i} f\right)-\sum_{i}(-1)^{\text {deg }} x_{Q}{ }^{s+i}\left(x P_{*}^{i} \beta f\right)$.

Proof: Part (I) is trivial. The maps $* \rightarrow Y_{0}$ and $Y_{0} \rightarrow *$ are infinite loop maps, hence the unit and augmentation of $H_{*} Y_{0}$ are morphisms of $H_{*}{ }^{\tilde{F}}$-modules. The loop product is a morphism of $\mathrm{H}_{*} \hat{F}$-modules by a simple diagram chase from [G, Lemma 8.8], and a similar lemma for the inverse map implies that the conjugation is a morphism of $H_{*}{ }^{\hat{F}}-$ modules. The coproduct on $H_{*} Y_{0}$ is a morphism of $H_{*} \hat{F}$-modules and formula (3) holds because $c_{\infty}$ is induced by a map. Formula (2) is an immediate consequence of [G, Lemmas 8.4 and 8.5]. For (4), consider the following diagram, in which we have abbreviated $\zeta$ for $\zeta_{\infty}(p)$ and $X, X^{(p)}$, and $x^{\mathrm{p}}$ for $\mathrm{C}_{\star} \mathrm{X},\left(\mathrm{c}_{*} \mathrm{x}\right)^{\mathrm{p}}$, and $\mathrm{C}_{*}\left(\mathrm{X}^{\mathrm{P}}\right)$ :


Here $\Phi: W \otimes C_{*}\left(X^{p}\right) \rightarrow W \otimes\left(C_{*} X\right)^{p}$ is given by [A, Lemma 7.1], and $(1 \otimes \eta)$ is $\pi$-homotopic to the identity by $[A$, Remarks 7.2]. The bottom left square is $\Sigma_{p}$-homotopy commutative by [G, Proposition 8.91, and the remaining parts of the diagram commute trivially. The shuffle and interchange homomorphisms $U$ and $T$ merely involve signs, the composite $C_{\infty} \eta: C_{*} Y_{0} \otimes C_{*} F+C_{*} Y_{0}$ in-
duces $c_{\infty \star}$, and the map induced on $\pi$-equivariant homology by $\mathrm{a}=\Phi(1 \otimes \Delta)$ is explicitly computed in [A, Proposition 9.1]. Of course, it is the presence of $d$ in the diagram which leads to the appearance of Steenrod operations in formula (4). The verification of this formula is now an easy direct calculation from the definition of the operations $Q^{s}$.

The essential part of the previous diagram is of course the geometric bottom left square. Henceforward, we shall omit the pedantic details in the passage from geometric diagrams to algebraic formulas.

We evaluate one obvious example of the operations on $H_{*} Y_{0}$ given by right multiplication by elements of $H_{*}{ }_{F}{ }^{F}$. Lemma 1.5. Let [i] $\in \mathrm{H}_{0} \tilde{F}$ be the class represented by a map of degree $i$. Then $x[-1]=X x$ for all $x \in H_{*} Y_{0}, Y \in \mathcal{L}_{\infty}$. Proof: Define $f: s^{n} \rightarrow s^{n}$ by $f\left(s_{1}, \ldots, s_{n}\right)=\left(1-s_{1}, s_{2}, \ldots, s_{n}\right)$, where $s^{n}=I^{n} / \partial I^{n}$. For any $X$, the inverse map on $\Omega^{n} X$ is given by $g \rightarrow g \circ f, g: s^{n} \rightarrow X$, and similarly on $y_{0}$ by passage to limits via [G, p.74]. The result follows.

Recall that $Q X=\underset{\longrightarrow}{\lim } \Omega^{n} \Sigma^{n} X$ and $Q X=\Omega Q \Sigma X[G, p .42]$. As we shall see in II $\S 5$, application of the results above to $Y_{0}=Q S^{0}$, where $c_{\infty}$ reduces to the product on $\widetilde{F}$, completely determines the composition product on $\mathrm{H}_{*} \widetilde{F}$.

Remarks 1.6. A functorial definition of a smash product between objects of $\mathcal{L}_{\infty}$ is given in [13], in which a new construction of the stable homotopy category is given. (In the language of [13], $\mathcal{L}_{\infty}$ is a category of coordinatized spectra; the smash product is constructed by passing to the category $\mathcal{\&}$ of coordinate-free spectra, applying the smash product there, and then returning to $\left.\mathcal{L}_{\infty}.\right)$ For objects $Y, Z \in \mathcal{L}_{\infty}$ and elements
$x, y \in H_{*} Y_{0}$ and $z \in H_{*} Z_{0},[G$, Lemma 8.1] and a similar lemma for the inverse map imply the formulas

$$
(x * y)_{\wedge z}=\sum(-1)^{\operatorname{deg} y \operatorname{deg} z^{\prime}}\left(x \wedge z^{\prime}\right) *\left(y \wedge z^{\prime \prime}\right) \quad \text { if } \psi z=\sum z^{\prime} \otimes z^{\prime \prime}
$$

$$
(x y)_{\wedge} z=x(y \wedge z),
$$

where $*$ and $\wedge$ denote the loop and smash products respectively. Via a diagram chase precisely analogous to that in the proof of Theorem 1.4, [G, Proposition 8.2] implies the formulas

$$
\left(Q^{s} y\right)_{\wedge z}=\sum_{i} Q^{s+i}\left(y \wedge P_{*}^{i} z\right)
$$

and, if $p>2$,

$$
\left(\beta Q^{s} y\right)_{\wedge z}=\sum_{i} \beta Q^{s+i}\left(y \wedge P_{*}^{i} z\right)-\sum_{i}(-1)^{\operatorname{deg} y} Q^{s+i}\left(y \wedge P_{*}^{i} \beta z\right) .
$$

In particular, these results apply to $\Lambda: Q X \times Q X^{\prime} \rightarrow Q\left(X \wedge X^{\prime}\right)$ for any spaces $X$ and $X^{\prime}$. By [G, Lemma 8.7], the smash and composition products coincide and are commutative on $\mathrm{H}_{*} Q S^{0}=\mathrm{H}_{*} \widetilde{\mathrm{~F}}$.

## §2. Allowable structures over the Dyer-Lashof algebra

We here describe the Hopf algebra of homology operations on $E_{\infty}$ spaces generated by the $Q^{s}$ and $B Q^{s}$ and develop analogs of the notions of unstable modules and algebras over the steenrod algebra. The following definition determines the appropriate "admissible monomials".

Definition 2.1. (i) $p=2$ : Consider sequences $I=\left(s_{1}, \ldots, s_{k}\right)$ such that $s_{j} \geq 0$. Define the degree, length, and excess of $I$ by

$$
\begin{gathered}
d(I)=\sum_{j=1}^{k} s_{j} ; \ell(I)=k ; \text { and } \\
e(I)=s_{k}-\sum_{j=2}^{k}\left(2 s_{j}-s_{j-1}\right)=s_{1}-\sum_{j=2}^{k} s_{j} .
\end{gathered}
$$

The sequence $I$ determines the homology operation $Q^{I}=Q^{S_{1}} \ldots Q^{S_{k}}$. I is said to be admissible if $2 s_{j} \geq s_{j-1}$ for $2 \leq j \leq k$.
(ii) $p>2$ : Consider sequences $I=\left(\varepsilon_{1}, s_{1}, \ldots, \varepsilon_{k}, s_{k}\right)$ such that $\varepsilon_{j}=0$ or 1 and $s_{j} \geq \varepsilon_{j}$. Define the degree, length, and excess of I by

$$
d(I)=\sum_{j=1}^{k}\left[2 s_{j}(p-1)-\varepsilon_{j}\right] ; \ell(I)=k ; \text { and }
$$

$$
e(I)=2 s_{k}-\varepsilon_{1}-\sum_{j=2}^{k}\left[2 p s_{j}-\varepsilon_{j}-2 s_{j-1}\right]=2 s_{1}-\varepsilon_{1}-\sum_{j=2}^{k}\left[2 s_{j}(p-1)-\varepsilon_{j}\right]
$$

The sequence $I$ determines the homology operation $Q^{I}=\beta^{\varepsilon_{1}}{ }_{Q}{ }^{S_{1}} \ldots \beta^{\varepsilon_{k}}{ }_{Q}{ }^{S_{k}}$. I is said to be admissible if $p s_{j}-\varepsilon_{j} \geq s_{j-1}$ for $2 \leq j \leq k$.
(iii) Conventions: $b(I)=\varepsilon_{1}$ if $p>2$ and $b(I)=0$ if $p=2$.

The empty sequence $I$ is admissible and satisfies $d(I)=0$, $\ell(I)=0, e(I)=\infty$, and $b(I)=0$; it determines the identity homology operation $Q^{I}=I$.
Definition 2.2. Let $F$ denote the free associative algebra
generated by $\left\{Q^{s} \mid s \geq 0\right\}$ if $p=2$ or by $\left\{Q^{s} \mid s \geq 0\right\} \cup\left\{\beta Q^{s} \mid s>0\right\}$ if $p>2$ (not $\beta$ itself). For $q \geq 0_{i}$ define $J(q)$ to be the two-sided ideal of $F$ generated by the Adem relations (and, if $p>2$, the relations obtained by applying $\beta$ to the Adem relations, with $\beta^{2}=0$ ) and by the relations $Q^{I}=0$ if $e(I)<q$. Define $R(q)$ to be the quotient algebra $F / J(q)$, and observe that there are successive quotient maps $R(q) \rightarrow R(q+1)$. Let $R=R(0)$; R will be called the Dyer-Lashof algebra.

To avoid circularity, we have defined the $R(q)$ purely algebraically. The following theorem implies that this definition agrees with that naturally suggested by the geometry. Theorem 2.3. (i) Let $i_{q} \in H_{q} S^{q} C H_{q} Q S^{q}$ be the fundamental class if $q>0$ and the class of the point other than the base-point if $q=0 ;$ then

$$
\left\{Q^{I} i_{q} \mid I \text { is admissible and } e(I) \geq q\right\}
$$

is a linearly independent subset of $\mathrm{H}_{\star} \mathrm{QS}^{\mathrm{q}}$.
(ii) $J(q)$ coincides with the set $K(q)$ of all elements of $F$ which annihilate every homology class of degree $\geq q$ of every $\mathrm{E}_{\infty}$ space (equivalently, of every infinite loop space).
(iii) $\left\{Q^{I} \mid I\right.$ is admissible and $\left.e(I) \geq q\right\}$ is a $Z_{p}$-basis for $R(q)$.
(iv) $R(q)$ admits a unique structure of right $A$-module such that the Nishida relations are satisfied.
(v) $R=R(0)$ admits a structure of Hopf algebra and of unstable right coalgebra over A with coproduct defined on generators by

$$
\psi Q^{s}=\sum_{i+j=s} Q^{i} \otimes Q^{j} \text { and } \psi B Q^{s+1}=\sum_{i+j=s}\left(\beta Q^{i+1} \otimes Q^{j}+Q^{i} \otimes \beta Q^{j+1}\right)
$$

and with augmentation defined on $R_{0}=P\left\{Q^{0}\right\}$ by $\varepsilon\left(Q^{0 k}\right)=1, k \geq 0$. Proof: We shall prove (i) in §4. It is obvious from the Adem
relations that $R(q)$ is generated as a $Z_{p}$-space by the set specified in (iii), and $J(q)$ is contained in $K(q)$ by (3) and (8) of Theorem 1.1. Therefore (i) implies (ii) and (iii). For (iv), the $A$ operations on $l \in R_{0}(q)$ are determined by $P_{*}^{0}=1$ and $R_{i}(q)=0$ for $i<0$ and the $A$ operations on all elements $Q^{I}=Q^{I} \cdot 1$ with $\ell(I)>0$ are determined from the Nishida relations by induction on $\ell(I)$. This action does give an A-module structure since if $f(q): R(q) \rightarrow H_{*}\left(Q S^{q}\right)$ is defined by $f(q) Q^{I}=Q^{I} i_{q}$, then $f(q)$ is a monomorphism which commutes with the steenrod operations. Let $f(0)=f ;$ since $\psi(1)=1 \otimes 1$ and $\psi\left(i_{0}\right)=i_{0} \otimes i_{0}$ and since $\varepsilon\left(i_{0}^{k}\right)=1$, $f$ commutes with the coproduct and augmentation. Here $\psi$ is well-defined on $R$ and $R$ is a Hopf algebra since $J=J(0)$ is a Hopf ideal, $\psi(J) \subset F \otimes J+J \otimes F$, by commutativity of the following diagram (where $\pi$ is the quotient map):


Observe that this argument fails for $q>0$ since $\psi i_{q}=i_{q} \otimes I+1 \otimes i_{q}$. Since $H_{\star} Q S^{0}$ is an unstable right coalgebra over $A$, so is $R$. Of course, we understand unstable right structures over A in the sense of homology: the dual object (if of finite type) is an unstable A-structure of the dual type, as defined by Steenrod $[22,23]$. We shall study the structure of $R$ itself in the next section. The remainder of this section will be devoted to the study of structures over R. In order to deal with non-connected structures, we need some preliminaries. Definition 2.4. A component coalgebra is a unital (and augmented) coalgebra $C$ such that $C$ is a direct sum of connected
coalgebras. Given such a $C$, define

$$
\pi C=\{g \mid g \in C, \psi g=g \otimes g \text { and } g \neq 0\}
$$

Clearly $\pi C$ is a basis for $C_{0}$. For $g \in \pi C$, define $C_{g}$ to be the connected sub-coalgebra of $C$ such that $g \in C_{g}$ and the set of positive degree elements of $C_{g}$ is

$$
\bar{C}_{g}=\left\{x \mid \psi x=x \otimes g+\Sigma x^{\prime} \otimes x^{\prime \prime}+g \otimes x, \operatorname{deg} x^{\prime}>0 \text { and } \operatorname{deg} x^{\prime \prime}>0\right\}
$$

Then $C$ is the direct sum of its components $C_{g}$ for $g \in \pi C$. Note
that $\varepsilon g=1$ for $g \in \pi C$. $\pi C$ contains the distinguished element $\phi=\eta(1)$, and $J C=$ Coker $\eta$ may be identified with $\bar{C}_{\phi} \oplus\left(\underset{\mathrm{g} \neq \phi}{\oplus} \mathrm{C}_{\mathrm{g}}\right) \subset \mathrm{C}$.

If X is a based space, then $\mathrm{H}_{乛_{*}} \mathrm{X}$ is a component coalgebra; the base-point determines $\eta$ and the components determine the direct sum decomposition. Indeed, there is an obvious identification of $\pi_{0} \mathrm{X}$ with $\pi \mathrm{H}_{*} \mathrm{X}$. As another example, we have the following observations on the structure of $R$.

Lemma 2.5. $R$ is a component coalgebra. $\pi R$ is the free monoid generated by $Q^{0}$ and the component $R[k]$ of $\left(Q^{0}\right)^{k}, k \geq 0$, is the sub unstable A-coalgebra of

R spanned by

$$
\left\{Q^{I} \mid I \text { is admissible, } e(I) \geq 0, \text { and } \ell(I)=k\right\}
$$

The product on $R$ sends $R[k] \otimes R[\ell]$ to $R[k+\ell]$ for all $k$ and $\ell$, and the elements $Q^{s}$ and $\beta Q^{s}$ are all indecomposable.

Definition 2.6. A component Hopf algebra B is said to be monoidal (resp., grouplike) if $\pi B$ is a monoid (resp., group) under the product of $B$. Equivalently, $B$ is monoidal if all pairwise products of elements of $\pi B$ are non-zero.

The proof of the following lemma requires only the defining formula
$\eta \varepsilon=\phi(1 \otimes \chi) \psi$ for a conjugation.
Lemma 2.7. A component Hopf algebra $B$ admits a conjugation if and only if
$B$ is grouplike, and then $\chi g=g^{-1}$ if $g \in \pi B$ and

$$
x x=-g^{-1} x g^{-1}-\sum g^{-1} x^{\prime}\left(x x^{\prime \prime}\right)
$$

if $\operatorname{deg} x>0$ and $\psi x=x \otimes g+\Sigma x^{\prime} \otimes x^{\prime \prime}+g \otimes x$ with $\operatorname{deg} x^{\prime}>0$ and $\operatorname{deg} x^{\prime \prime}>0$.
We can now define allowable structures over $R$, by which
we simply mean those kinds of R -structures which satisfy the
algebraic constraints dictated by the geometry.
Definition 2.8. A left $R$-module $D$ is allowable if $J(q) \quad D_{q}=0$
for all $q \geq 0$. The category of allowable $R$-modules is the full subcategory of that of $R$-modules whose objects are allowable; it is an Abelian subcategory which is closed under the tensor product. An allowable R-algebra is an allowable $R$-module and a commutative algebra over $R$ such that $Q^{s} x=x^{p}$ if $2 s=$ deg $x$ [ $Q^{s} x=x^{2}$ if $s=$ deg $\left.x\right]$. An allowable $R$-coalgebra is an allowable $R$-module and a cocommutative component coalgebra over R. An allowable R-Hopf algebra (with conjugation) is a monoidal Hopf algebra (with conjugation) over $R$ which is allowable both as an R-algebra and as an R-coalgebra. For any of these structures, an allowable AR-structure is an allowable R-structure and an unstable right A-structure of the same type such that the $A$ and $R$ operations satisfy the Nishida relations.

Theorem 1.1 implies that the homology of an $E_{\infty}$ space is an allowable AR-Hopf algebra. Lemma 1.2 implies that the homology of an infinite loop space is an allowable AR-Hopf algebra with conjugation. Observe that a connected allowable AR-Hopf algebra is automatically an allowable AR-Hopf algebra with conjugation.

In order to take advantage of these definitions, we require five basic free functors, $D, E, V, W$, and $G$, of which $E$
and $W$ are essentially elaborations of $D$ and $V$ in the presence of coproducts. In addition, each of these functors has a
more elaborate counter-part, to be defined parenthetically, in the presence of Steenrod operations. The composite functors WE and GWE will describe $H_{*} \mathrm{C}_{\infty} \mathrm{X}$ and $\mathrm{H}_{\star} Q \mathrm{X}$, with all structure in sight, as functors of $H_{*} X$.

We shall describe our functors on objects and shall show that the given internal structures uniquely determine the required internal structures. The verifications (not all of which are trivial) that these structures are in fact well-defined and satisfy all of the requisite algebraic indentities will be left to the reader, since these consistency statements obviously hold for those structures which can be realized geometrically. It is trivial to verify that our functors are indeed free, in the sense that they are adjoint to the forgetful functors going the other way. The functor $V$, which is a special case of the universal enveloping algebra functor on Abelian restricted Lie algebras, and the functor $W$ occur in many other contexts in algebraic topology; they are discussed in detail in [11]. D: $Z_{p}$-modules (resp., unstable A-modules) to allowable R-modules (resp., AR-modules): Given $M$, define

$$
D M=\underset{q \geq 0}{\oplus} R(q) \otimes M_{q} .
$$

$R$ acts on $D M$ via the quotient maps $R \rightarrow R(q)$; thus $D M$ is just the obvious quotient of the free R -module $\mathrm{R} \otimes \mathrm{M}$. The inclusion of $M$ in $D M$ is given by $m \rightarrow 1 \otimes m$. If $A$ acts on $M$, then this action and the Nishida relations determine the action of $A$ on DM by induction on the length of admissible monomials.
E: Cocommutative component coalgebras (resp., unstable A-coalgebras)
to allowable R-coalgebras (resp., AR-coalgebras): Given C, de-
fine EC as an R-module, and as an A-module if A acts on $C$, by
$E C=D C / I R \cdot I m \eta=Z_{p} \oplus D J C, I R=\operatorname{Ker} \varepsilon$ and $J C=$ Coker $\eta$. The inclusion of $C$ in EC is induced by that of $C$ in DC. The coproduct on $C$ and the diagonal Cartan formula determine the coproduct on EC. The unit of $C$ and the augmentations of $R$ and $C$ determine the unit and augmentation of EC. Equivalently, $E C$ is the obvious quotient component coalgebra of $R \otimes C$; thus

$$
\pi E C=\left\{\left(Q^{0}\right)^{k} \otimes g \mid k \geq 0 \text { and } g \in \pi C, k=0 \text { if } g=\phi=\eta(1)\right\},
$$

and the component of $\left(Q^{0}\right)^{k} \otimes g$ is the image of $R[k] \otimes C C_{g}$ in $E C$ if $g \neq \phi$ while the component of $I \otimes \phi$ is the image of $R \otimes C_{\phi}$. V: Allowable R-modules (resp., AR-modules) to allowable R-algebras (resp., AR-algebras): Given D, define

$$
\mathrm{VD}=\mathrm{AD} / \mathrm{K}
$$

where $A D$ is the free commutative algebra generated by $D$ and $K$ is the ideal of $A D$ generated by

$$
\left\{x^{p}-Q^{s} x \mid 2 s=\operatorname{deg} x \text { if } p>2 \text { or } s=\operatorname{deg} x \text { if } p=2\right\}
$$

The $R$-action, and the A-action if $A$ acts on $D$, are determined from the actions on $D \subset V D$ by the internal Cartan formulas (for $R$ and $A$ ) and the properties required of the unit.
W: Allowable R-coalgebras (resp., AR-Coalgebras) to allowable
R-Hopf algebras (resp., AR-Hopf algebras): Given E, define
WE as an R-algebra, and as an A-algebra if $A$ acts on $E$, by

$$
W E=V J E, J E=\text { Coker } \eta
$$

The inclusion of $E$ in WE is given by $E=z_{p} \oplus J E$ and JECVJE. The coproduct and augmentation of WE are determined by those of $E$ and the requirement that WE be a Hopf algebra (it is a welldefined Hopf algebra by [11, Proposition 12]). The components of: WE are easily read off from the definition of $V_{0} J E$.
G: Allowable R-Hopf algebras (resp., AR-Hopf algebras) to
allowable R-Hopf algebras (resp., AR-Hopf algebras) with conjugation:
Given $W$, define $G W$ as follows. $\pi W$ is a commutative monoid under the product in $W$ and $W_{0}$ is its monoid ring. Let $\pi G W$ be the commutative group generated by $\pi W$ and let $G_{0} W$ be its group ring. Let $\phi=\eta(1)$, let $\bar{W}$ be the set of positive degree elements of $W$, and let $\bar{W}^{+}$be the connected subalgebra $Z_{p} \phi \oplus \bar{W}$ of $W$. Define

$$
G W=\bar{W}+\otimes G_{0} W \cong W \otimes_{\pi W} G_{0} W
$$

as an augmented algebra. Embed $W$ in $G W$ as the subalgebra

$$
\left(\bar{W} \otimes z_{p} \phi\right) \oplus\left(z_{p} \phi \otimes W_{0}\right)
$$

The coproduct on $G W$ is determined by the requirements that $W$ and $G_{0} W$ be subcoalgebras and that $G W$ be a Hopf algebra. The conjugation is given by Lemma 2.7. The R-action, and the A-action if $A$ acts on $W$, are determined from the actions on WCGW by commutation with $\chi$ and the Cartan formulas. If the product in WG is denoted by *, then the positive degree elements of the component of $f \in \pi G W$ are given by

$$
(\overline{G W})_{f}=\bigoplus_{g \in \pi W}\left(\bar{W}_{g} \otimes g^{-1} * f\right)=\bigoplus_{g \in \pi W} \bar{W}_{g} * g^{-1} * f .
$$

Observe that $G W=W$ if $W$ is connected and that, as a ring, GW is just the localization of the ring $W$ at the monoid $\pi W$.

Since $E H_{*} S^{0}$ is the allowable $A R$-coalgebra $Z_{p} \oplus R$ (which should be thought of as $\left.Z_{p} \cdot[0] \oplus R \cdot[1]\right)$, a firm grasp on the structure of $R$ is important to the understanding of $H_{*} C_{\infty} S^{0}$ and of $H_{\star} Q^{0}$. The coproduct and A-action on $R$ are determined by the diagonal Cartan formula and the Nishida relations, but these merely give recursion formulas with respect to length, the explicit evaluation of which requires use of the Adem relations. To obtain precise information, we proceed by analogy with Milnor's computation of the dual of the steenrod algebra [14]. In the case $p=2$, the analogy is quite close; in the case $p>2$, the Bocksteins introduce amusing complications. The structure of $R^{*}$, in the case $p=2$, was first determined by Madsen [8]; his proofs are closer to the spirit of Milnor's work, but do not generalize readily to the case of odd primes.

By Lemma 2.5, $R=\bigoplus_{k>0} R[k]$ as an A-coalgebra. Of course, $R[0]=Z_{p}$. We must first determine the primitive elements $\operatorname{PR}[k]$ of the connected coalgebras $R[k], k \geq 1$. To this end, define $P[k]=\{I \mid I$ is admissible, $e(I) \geq 0, \ell(I)=k$, and $I$ ends with $I\}$. We shall see that $\left\{Q^{I} \mid I \in P[k]\right\}$ is a basis for $P R[k]$. Define (inductively and explicitly) certain elements of $P[k]$ as follows: (I) $I_{j k}, 1 \leq j \leq k, p=2: \quad I_{11}=(1), I_{j, k+1}=\left(2^{k}-2^{k-j}, I_{j k}\right)$ if $j \leq k$, and $I_{k+1, k+1}=\left(2^{k}, I_{k k}\right)$; then $d\left(I_{j k}\right)=2^{k}-2^{k-j}, e\left(I_{j k}\right)=0$ if $j<k$; $e\left(I_{k k}\right)=1 ; I_{j k}=\left(2^{k-1}-2^{k-1-j}, 2^{k-2}-2^{k-2-j}, \ldots, 2^{j}-1,2^{j-1}, \ldots, 1\right)$. (II) $I_{j k}, 1 \leq j \leq k, p>2: \quad I_{11}=(0,1), I_{j, k+1}=\left(0, p^{k}-p^{k-j}, I_{j k}\right)$ if $j<k$, and $I_{k+1, k+1}=\left(0, p^{k}, I_{k k}\right)$; then $d\left(I_{j k}\right)=2\left(p^{k}-p^{k-j}\right), e\left(I_{j k}\right)=0$ if $j<k$, $e\left(I_{k k}\right)=2 ; I_{j k}=\left(0, p^{k-1}-p^{k-1-j}, \ldots, 0, p^{j}-1,0, p^{j-1}, 0, p^{j-2}, \ldots, 0,1\right)$.
$\underline{(I I I) .} J_{j k}, I \leq j \leq k, p>2: \quad J_{11}=(1,1), J_{j, k+1}=\left(0, p^{k}-p^{k-j}, J_{j k}\right)$ if $j<k$, and $J_{k+1, k+1}=\left(1, p^{k}, I_{k k}\right)$; then $d\left(J_{j k}\right)=2\left(p^{k}-p^{k-j}\right)-1, \quad e\left(J_{j k}\right)=1$; $J_{j k}=\left(0, p^{k-1}-p^{k-1-j}, \ldots, 0, p^{j}-1,1, p^{j-1}, 0, p^{j-2}, \ldots, 0,1\right)$.
(IV) $K_{i j k}, I \leq i<j \leq k, p>2: \quad K_{i, j, k+1}=\left(0, p^{k}-p^{k-i}-p^{k-j}, k_{i j k}\right)$ if $j \leq k$, and $K_{i}, k+1, k+1=\left(1, p^{k}-p^{k-i}, J_{i k}\right)$; then $d\left(K_{i j k}\right)=2\left(p^{k}-p^{k-i}-p^{k-j}\right)$,

$$
\begin{aligned}
e\left(K_{i j k}\right) & =0 ; K_{i j k} \\
& =\left(0, p^{k-1}-p^{k-1-i}-p^{k-1-j}, \ldots, 0, p^{j}-p^{j-i}-1,1, p^{j-1}-p^{j-1-i}, J_{i, j-1}\right)
\end{aligned}
$$

If we look back at the definition of the $Q^{s}$ in terms of the $Q_{i}$ in the proof of Theorem 1.1 , we see that, when acting on a zero-dimensional class, our four classes of sequences correspond to sequences of operations of the respective forms
(I) $Q_{0} \cdots Q_{0} Q_{1} \cdots Q_{1}$
(II) $Q_{0} \cdots Q_{0} Q_{2(p-1)} \cdots Q_{2(p-1)}$
(III) $Q_{p-1} \cdots Q_{p-1} \beta Q_{2(p-1)} \cdots Q_{2(p-1)}$
(IV) $Q_{0} \cdots Q_{0} \beta Q_{p-1} \cdots Q_{p-1} \beta Q_{2(p-1)} \cdots Q_{2(p-1)}$.

Many arguments in this section and the next can be illuminated by translation to lower indices.
Lemma 3.1. $P[k]=\left\{I_{j k} \mid 1 \leq j \leq k\right\}$ if $p=2 ; P[k]=\left\{I_{j k}, J_{j k}, K_{i . j k} \mid 1 \leq j \leq k, 1 \leq i<j\right\}$ if $p>2$. If $I \in P[k]$, then $Q^{I}$ is primitive, $\left.\psi Q^{I}=Q^{I} \otimes\left(Q^{0}\right)^{k}+Q^{0}\right)^{k} \otimes Q^{I}$. Proof: Proceed by induction on $k$, the case $k=1$ being trivial. Consider $I=(\varepsilon, s, J) \in P[k], k \geq 2$. Then, since $I$ is admissible and $e(I) \geq 0, J \in P[k-1], p r-\delta \geq s$ if $J=(\delta, r, k)$, and $2 s-\varepsilon \geq d(J)$. The first part follows inductively from these inequalities by a
trivial examination of cases. The second part is an easy calculation based on the facts that $\beta^{\gamma} Q^{i} Q^{J}=0$ if $2 i-\gamma<\alpha(J)$ and that $\beta^{\gamma} Q^{1} Q^{0}=0$ by the first Adem relation.

The computation of $R[k]^{*}$ as an algebra is based on a correspondence between addition of admissible sequences and multiplication of duals of admissible monomials. We first set up the required calculus of admissible sequences.
Definitions 3.2. The sum $I+J$ and difference $I-J$ of two sequences (as in Definition 2.1) of length $k$ is defined termwise, under the conventions that $I+J$ is undefined if $p>2$ and the $i \frac{\text { th }}{}$ "Bockstein entry" $\varepsilon_{i}$ is one in both $I$ and $J$ and that $I-J$ is undefined if any entry is less than zero. Observe that $e(I+J)=e(I) \pm e(J)$ and $d(I+J)=d(I) \pm d(J)$. If $I$ and $J$ are admissible, then $I+J$ is admissible but I-J need not be admissible. In order to enumerate the admissible monomials when $p>2$, consider all sequences $e=\left\{e_{1}, \ldots, e_{j}\right\}$ with $1 \leq e_{1}<\ldots<e_{j} \leq k$ and define
$I_{e}[k]=\left\{I \mid I\right.$ is admissible, $e(I) \geq 0, \ell(I)=k$, and $\left.\varepsilon_{k+1-a}=I \Leftrightarrow a \in e\right\}$. Write $I_{e}[k]=I[k]$ when $e$ is empty, When $j \geq 1$, define $I_{e, k} \in I_{e}[k]$ by

$$
L_{e, k}= \begin{cases}k_{e_{1}} e_{2} k+\ldots+k_{e_{j-1} e_{j} k} & \text { iff } j \text { is even } \\ k_{e_{1} e_{2} k+\ldots+k} e_{j-2} e_{j} \tilde{-1}^{k+J} e_{j} k & \text { if } j \text { is odd }\end{cases}
$$

If $p=2$, write $I[k]=\{I \mid I$ is admissible, $e(I) \geq 0$, and $\ell(I)=k\}$. With these notations, we have the following two counting 1emmas.
Lemma 3.3. Let $N$ denote the set of non-negative integers. For $p_{p}>2$ and $k \geq 1$, define $f: N^{k} \rightarrow I[k]$ by $f\left(n_{1}, \ldots, n_{k}\right)=\sum_{j=1}^{k} n_{j} I_{j k}$. Then $f$ is an isomorphism of sets.

Proof: For $p>2$, omit the irrelevant zeroes corresponding to absence of Bocksteins. Then $f$ is given explicitly by
$f\left(n_{1}, \ldots, n_{k}\right)=\left(s_{1}, \ldots, s_{k}\right)$, where $s_{k+1-j}=\sum_{q=1}^{j-1} n_{q}\left(p^{j-1}-p^{j-1-q}\right)+\sum_{q=j}^{k} n_{q} p^{j-1}$.
The required inverse to $£$ is given by

$$
f^{-1}\left(s_{1}, \ldots, s_{k}\right)=\left(n_{1}, \ldots, n_{k}\right) \text { where } n_{j}= \begin{cases}p s_{k+1-j}-s_{k-j} & \text { if } 1 \leq j<k \\ s_{k}-\sum_{q=2}^{k}\left(p s_{q}-s_{q-1}\right) & \text { if } j=k\end{cases}
$$

Lemma 3.4. For $p>2, k \geq 1$, and each non-empty $e$, define $f_{e}: I[k] \rightarrow I_{e}[k]$ by $f_{e}(I)=I+I_{e k}$. Then $f_{e}$ is an isomorphism of sets.
Proof: Obviously $f_{e}^{-1}$ must be given by $f_{e}^{-1}(J)=J-L_{e k}, J \in I_{e}[k]$, and it suffices to show that $J-L_{e k}$ is defined, admissible, and has non-negative excess. Write $I_{e k}=\left(\delta_{1}, r_{1}, \ldots, \delta_{k}, r_{k}\right)$ and $J=\left(\varepsilon_{1}, s_{1} ; \ldots, \varepsilon_{k}, s_{k}\right)$. Observe that

$$
e(J)=2 s_{k}-\sum_{q=1}^{k} \varepsilon_{q}-2 \sum_{q=2}^{k}\left(p s_{q}^{-\varepsilon_{q}}-s_{q-1}\right) \geq 0 \text { and } p s_{q}^{-\varepsilon} q_{q}>s_{q-1}
$$

$I_{e k}$ is the unique element of $I_{e}[k]$ such that, if e has $j=2 i-\varepsilon$ elements, then $e\left(L_{e k}\right)=\varepsilon$ and $L_{e k}$ ends with $i$. Explicitly, $\delta_{q}=\varepsilon q_{q}$ is determined by $e, r_{k}=i$, and $r_{q-1}=p r_{q}{ }_{q} \delta_{q}$ for $q \leq k$. The result follows from the inequalities satisfied by the entries of $J$.

As a final preliminary, we require an ordering of sequences. Definition 3.5. For a sequence $I=\left(\varepsilon_{1}, s_{1}, \ldots, \varepsilon_{k}, s_{k}\right)$, define $I_{j}=\left(\varepsilon_{j}, s_{j}, \ldots, \varepsilon_{k}, s_{k}\right), 1 \leq j \leq k$, and similarly when $p=2$. Note that $e\left(I_{j}\right)=e\left(J_{j}\right)$ for all $j$ implies $I=J$, and define a total ordering of the sequences of length $k$ by $I<J$ if $e\left(I_{j}\right)<e\left(J_{j}\right)$ for the smallest $j$ such that $e\left(I_{j}\right) \neq e\left(J_{j}\right)$. Observe that $I \leq I$ ' and $J<J^{\prime}$ implies $I+J<I^{\prime}+J^{\prime}$.

An easy inspection demonstrates the following lemma.

Lemma 3.6. If $I$ is inadmissible and $Q^{I}=\Sigma \lambda_{J} Q^{J}$ where the $J$ are admissible, then $\lambda_{J} \neq 0$ implies $J<I$. If $P_{*}^{r} Q^{I}=\Sigma \lambda_{J^{Q}} Q^{J}$, where $r>0$ and the $J$ are admissible, then $\lambda_{J} \neq 0$ implies $J<I$.
$R^{*}=\prod_{k>0} R[k] *$ as an A-algebra. In the dual basis to that of admissible monomials, define elements of $R[k] *$ by

$$
\begin{aligned}
\xi_{0 k}=\left(Q^{0 k}\right) * & \text { if } 0 \leq k \\
\xi_{j k}=\left(Q^{I} j k\right) * & \text { if } 1 \leq j \leq k \\
\tau_{j k}=\left(Q^{J}{ }^{J k}\right) * & \text { if } 1 \leq j \leq k \\
\sigma_{i j k}=\left(Q^{K_{i j k}}\right) * & \text { if } 1 \leq i<j \leq k
\end{aligned}
$$

To simplify statements of formulas, define $\xi_{j k}=0$ if $j<0$ or $j>k, \tau_{j k}=0$ if $j<1$ or $j>k$, and $\sigma_{i j k}=0$ if $i<1, j \leq i$, or $j>k$.
$\xi_{0 k}$ is , the identity element of $R[k] *$ and $\prod_{k \geq 0} \xi_{0 k}$ is the identity element of $R^{*}$. The augmentation of $R^{k}$. is given by $\varepsilon\left(\mathbb{I I}_{k \geq 0} \lambda_{k} \xi_{0 k}\right)=\lambda_{0}$. of course, $R^{*}$ is not a coalgebra since $R_{0}$ is not finite dimensional (although $R_{q}$ is finite dimensional for $q>0$ ). However, $R^{*}$ does have a well-defined coproduct on positive degree elements and on finite linear combinations of the $\xi_{0 k}$; the latter is evidently given by

$$
\psi \xi_{0 k}=\Sigma \xi_{0, k-i} \otimes \xi_{0, i}
$$

It is perhaps worth observing that although $\prod_{k=0}^{n} R[k] *$ is a quotient augmented A-algebra of $R^{*}$ and a coalgebra (dual to the quotient algebra $\underset{m>n}{R / \sum} R[m]$ of $R$ ) such that the product is a morphism of coalgebras, $\prod_{k=0}^{n} R[k]$ * is nevertheless not a Hopf algebra because its unit fails to be a morphism of coalgebras
(dually, $\left(Q^{0}\right)^{n+1}=0$ but $\varepsilon Q^{0}=1$ ).
We shall successively compute $R[k] *$ as an algebra, compute the Steenrod operations on generators, and compute the coproduct on generators.
Theorem 3.7. If $\mathrm{p}=2, \mathrm{R}[\mathrm{k}] *=\mathrm{P}\left\{\xi_{1 \mathrm{k}}, \ldots, \xi_{\mathrm{kk}}\right\}$ as an algebra. If $p>2$, let $M[k]$ be the subspace of $R[k]$ * spanned by the set consisting of $\xi_{0 k}$ together with the monomials
and

$$
\begin{aligned}
& \sigma_{e_{1} e_{2} k} \cdots \sigma_{j-1} e_{j} k, 1 \leq e_{1}<\ldots<e_{j} \leq k \text { and } j \text { even, } \\
& \sigma_{e_{1} e_{2} k} \cdots \sigma_{j-2} e_{j-1} k^{T} e_{j} k
\end{aligned}, 1 \leq e_{1}<\ldots<e_{j}<k \text { and } j \text { odd. } .
$$

This set is linearly independent, and the product defines an isomorphism of $z_{p}$-spaces

$$
P\left\{\xi_{1 k}, \ldots, \xi_{k k}\right\} \otimes M[k] \rightarrow R[k] *
$$

R[k]* is determined as an algebra by commutativity and the following relations:
(i) $\tau_{i k} \tau_{j k}=\xi_{k k} \sigma_{i j k}$ if $i<j$ (and $\left.\tau_{i k}{ }^{\tau}{ }_{i k}=0\right)$;
(iii) $\sigma_{i j k} \tau_{n k}=\left(\tau_{i k} \tau_{j k} \tau_{n k}\right) / \xi_{k k}$; and
(iii) $\sigma_{i j k} \sigma_{m n k}=\left(\tau_{i k}{ }^{\tau} j k^{\tau} m{ }^{\tau}{ }_{n k}\right) / \xi_{k k}^{2}$.
(In (ii) and (iii), the right sides are to be evaluated in terms of the basis monomials by use of (i); the numerators, if non-zero, are divisible by the non zero-divisor $\xi_{\mathrm{kk}}$ or $\xi_{\mathrm{kk}}^{2}$.)
Proof: By the counting lemmas, an admissible monomial I with $\ell(I)=k$ and $e(I) \geq 0$ can be uniquely expressed in the form

$$
I=n_{1} I_{1 k}+\ldots+n_{k} I_{k k}+I_{e k}, n_{q} \geq 0 \text { and } e=\left\{e_{1}, \ldots, e_{j}\right\}
$$

where $L_{e k}$ is the sequence of all zeroes if $j=0$ (or if $p=2$ ).

Let $j=2 i-\varepsilon, \varepsilon=0$ or $l$, and define $n(I)=i+\sum n_{q}$. Let $\lambda_{e}$ denote the monomial in $M[k]$ corresponding to the sequence $e$. Let <, > be the Kronecker product (that is, the evaluation pairing $\left.R[k]^{*} \otimes R[k] \rightarrow Z_{p}\right)$. We claim that
(1) $\left\langle\xi_{1 k}^{n_{1}} \cdots \xi_{k k}^{n_{k}} \lambda_{e}, Q^{I_{>}}=1\right.$, and
(2) $\left\langle\xi_{1 k}^{n_{1}} \ldots \xi_{k k}^{n_{k}} \lambda_{e}, Q^{J}\right\rangle \neq 0$ and $J \neq I$ imply $J>I$.

Let $\psi: R[k] \rightarrow R[k]^{n(I)}$ be the iterated coproduct. For any $J$, (3) $\psi Q^{J}=\Sigma \pm Q^{J}{ }^{J} \otimes \ldots \otimes Q^{J} n(I), \Sigma J_{i}=J$.

Now (1) is immediate from the definition of the $L_{\text {ek }}$. Given $J$ as in (2), we can obtain a summand

$$
\lambda Q^{I_{I}} \otimes \ldots \otimes Q^{I_{n(I)}}, \Sigma I_{i}=I \text { and } \lambda \nRightarrow 0
$$

on the right side of (3) by applying Adem relations to put the $Q^{J}{ }^{i}$ in admissible form, and $J>I$ follows. If we express the monomials $\xi_{I}=\xi_{I k}^{n_{1}} \ldots \xi_{k k}^{n_{k}} \lambda_{e}$ in the ordered basis dual to that of admissible monomials,

$$
\xi_{I}=\sum_{J} a_{I J}\left(Q^{J}\right) *
$$

then (1) and (2) state that ( $\mathrm{a}_{I J}$ ) is an upper triangular matrix with ones along the main diagonal. Therefore $\left\{\xi_{I}\right\}$ is a basis for $R[k]$ *. It remains only to prove (i), (ii), and (iii). By inspection of the definitions, we have

$$
I_{k k}+K_{i j k}=J_{i k}+J_{j k} \text { if } i<j
$$

An easy dimensional argument shows that $\xi_{k k} \sigma_{i j k}$ is the only possible summand of $\tau_{i k} \tau_{j k}$, and this proves (i). Since

$$
\xi_{k k} \sigma_{i j k}{ }^{\tau} n k=\tau_{i k} \tau_{j k} \tau_{n k} \text { and } \xi_{k k}^{2} \sigma_{i j k} \sigma_{m n k}=\tau_{i k} \tau_{j k} \tau_{m k}{ }^{\tau} n k
$$

formulas (ii) and (iii) follow immediately from (i).
In order to determine the Steenrod operations on the generators of $R[k]$ *, we need to know all operations in $R[k]$ which hit any of the $Q^{I}, I \in P[k]$, from above; of course, we may restrict attention to the generators $\mathrm{P}^{\mathrm{P}}$ and $\beta$ of $A$. For dimensional arguments, it should be observed that $R$ can be given a second grading by the number of Bocksteins which occur in monomials and that all structure (except, of course, action by $\beta$ ) preserves this grading.

Lemma 3.8. The following formulas are valid in $R[k], k \geq 1$, and these formulas specify all operations $\beta Q^{J}$ and $P_{*}^{p^{r}} Q^{J}, r \geq 0$, on basis elements $Q^{J}$, which have a summand of the form $\lambda Q^{I}$ with $0 \neq \lambda \in Z_{p}$ and $I \in P[k]$ :
(i) $\quad \mathrm{p}>2: \quad \beta Q^{I_{k k}}=Q^{J_{k k}}$ and $\beta Q^{J_{i k}}=Q^{K_{i k k}}$ if $1 \leq i<k$
(ii) $p \geq 2: \quad p_{*}^{p-1-j} Q^{I_{j+1}, k}=-Q^{I_{j k}}$ if $1 \leq j<k$
(iii) $p>2: \quad P_{T}^{p-1-j} Q^{J}{ }^{j+1, k}=-Q^{J} k$ if $l \leq j<k$
(iv) $\quad p>2: \quad P_{F}^{P^{k-1-i}} Q^{K_{i+1}, j, k}=-Q^{K_{i j k}}$ if $l \leq i<j-1<k$
(v) $\quad \mathrm{p}>2: \mathrm{P}_{*}^{\mathrm{p}}{ }^{\mathrm{k}-1-j} Q^{K_{i, j+1, k}}=-Q^{K_{i j k}}$ if $1 \leq i<j<k$
(vi) $p \geq 2: P_{\psi}^{p^{k-1}} Q^{I_{1 k}+I_{j k}}=Q^{I_{j k}}$ if $I \leq j \leq k$
(vii) $p>2: P_{*}^{p^{k-1}} Q^{I_{1 k}+J} j k=Q^{J} j$ if $2 \leq j \leq k$
(viii) $p>2: \quad P_{*}^{p^{k-1}} Q^{I_{j k}+J} 1 k=2 Q^{J} j k$ if $l \leq j \leq k$
(ix) $p>2: P_{\underset{*}{p}}^{p-1} Q^{I_{1 k}+K_{i j k}}=Q^{K_{i j k}}$ if $2 \leq i<j \leq k$
(x) $\quad \mathrm{p}>2: \quad P_{*}^{p^{k-1}} \quad Q^{I_{i k}+K_{1}} 1 j k=2 Q^{K_{i j k}}$ if $1 \leq i<j \leq k$

Proof: The statements about $\beta$ are obvious. For the rest, we first reduce the problem to manageable proportions by a search of dimensions. Observe that
(a) $I \in P[k]$ implies $2 p^{k-2}\left(p^{2}-p-1\right) \leq d(I) \leq 2\left(p^{k}-1\right) \quad\left[2^{k-1} \leq d(I) \leq 2^{k}-1\right]$. Since $R[k] *$ is an unstable A-module, (a) implies that
$P^{P}{ }^{T}\left(Q^{I *}\right)=0$ if $r \geq k$ and $I \in P[k]$. For $r<k$ and $I \in P[k]$, we have
(b) $d(I)+2 p^{r}(p-1) \leq 2\left(2 p^{k}-p^{k-1}-1\right)<6 p^{k-2}\left(p^{2}-p-1\right)\left[d(I)+2^{r}<3 \cdot 2^{k-1}\right]$.

Clearly (a) and (b) imply that if $P_{T_{*}}^{P^{T}} Q^{J}$ has a summand $\lambda Q^{I}$ with $\lambda \neq 0$ and $I \in P[k]$, then either $J \in P[k]$ or $J=J^{\prime}+J^{\prime \prime}$ with both $J^{\prime}$ and $J^{\prime \prime}$ in $P[k]$.
Observe further that

$$
\mathrm{d}(\mathrm{I})+2 \mathrm{p}^{r}(\mathrm{p}-1)<4 p^{k-2}\left(\mathrm{p}^{2}-\mathrm{p}-1\right), \quad \mathrm{I} \in P[k]
$$

if either $p>3$ and $r \leq k-2$ or $p=3$ and $r \leq k-3$; thus the possibility $J=J^{\prime}+J^{\prime \prime}$ is also ruled out in these cases. Simple dimensional arguments in the few remaining cases demonstrate that our list will be exhaustive provided that the following formulas also hold:

$$
\begin{array}{ll}
\text { (xi) } \quad p>2: \quad P_{*}^{p^{k-1}} Q^{I_{k}+K_{1 i k}}=0 \quad \text { if } 1<i<j \leq k,  \tag{xi}\\
\text { (xii) } \quad p=2: P_{*}^{2^{k-j} I_{1 k}+K_{1 k}}=0 \quad \text { if } 2 \leq j \leq k .
\end{array}
$$

To prove (ii) through (xii), observe that the Nishida relations can be described as follows on admissible monomials $Q^{J}$.

$$
\begin{align*}
& \text { Let } J=(\varepsilon, s, K) ; \text { if } r \geq 0 \text { and } s<p^{r}+\varepsilon \text {, then } P^{p^{r}} Q^{J}=0 \text {; if } r \geq 1  \tag{4}\\
& \text { and } s \geq p^{r}+\varepsilon \text {, then } P_{*}^{r} Q^{J} \equiv \beta^{\varepsilon} Q^{s-p^{r}+p^{r-1} P_{*}^{p-1} Q^{K} \text { modulo linear }} \\
& \text { combinations of admissible monomials } Q^{L} \text { such that } e(L) \leq e(J)-2(p-\varepsilon) \\
& \therefore \quad[e(L) \leq e(J)-2] .
\end{align*}
$$

Further, we have the particular Nishida relations
(5) $\quad P_{*}^{1} Q^{s}=(s-1) Q^{s-1}$ and $P_{*}^{1} \beta Q^{s}=s \beta Q^{s-1}-Q^{s-1} \beta$ if $s \geq 1$.

Formulas (4) and (5) clearly imply
(6) If $e\left(J_{j}\right)<2(p-\varepsilon), l \leq j<k$, then $P_{*}^{P^{k-1}} Q^{J}=\left(s_{k}-1+\varepsilon_{k}\right) Q^{J-I} 1 k$ [If $e\left(J_{j}\right)<2, I \leq j<k$, then $P_{*}^{p^{k-1}} Q^{J}=\left(s_{k}-1\right) Q^{J-I} 1 k_{]}$, where $J=\left(\varepsilon_{1}, s_{1}, \ldots, \varepsilon_{k}, s_{k}\right)$ and $J_{j}=\left(\varepsilon_{j}, s_{j}, \ldots, \varepsilon_{k}, s_{k}\right)$.
In all cases (vi) through (xi), the hypothesis of (6) is satisfied, and this proves (vi), (vii), and (ix). In (viii), (x), and (xi), the sequence $J-I_{1 k}$ obtained on the right side of
(6) is not admissible. However, the only Adem relation required to reduce $J-I_{1 k}$ to admissible form is
(7) $Q^{p s}{ }_{\beta Q}{ }^{s}=\beta_{Q}{ }^{p s} Q^{s}$ if $s \geq 1$.

The proofs of (ii) through (v) and (xii) are similar applications of (4) and (5); they are simplified by use of induction on $k$. The following Adem relation is needed in the proof of (xii).
(8) $Q^{p s+1} Q^{s}=0$ if $s \geq 0$.

Because of the change of basis involved in our description of $R[k] *$, our formulas simplify slightly upon dualization.
Theorem 3.9. The following list of relations specifies all non-trivial actions of the generators $\mathrm{P}^{r}, r \geq 0$, and $\beta$ of the Steenrod algebra on the generators $\left\{\xi_{j k}, \tau_{j k}, \sigma_{i j k}\right\}$ of $R[k] *$.
(i) $\quad p>2: \beta \tau_{k k}=\xi_{k k}$ and $\beta \sigma_{i k k}=-\tau_{i k}$ if $1 \leq i \leq k$
(ii) $p \geq 2: \quad p^{p^{k-1-j}} \xi_{j k}=-\xi_{j+1, k}$ if $l \leq j<k$
(iii) $p>2: p^{p-1-j}{ }^{\mathrm{T}}{ }_{j k}=-T_{j+1, k} \quad$ if $.1 \leq j<k$
(iv) $p>2: \quad p^{p} \sigma_{i j k}=-\sigma_{i+1, j, k}$
if $\quad 1 \leq i<j-1<k$
(v) $\quad p>2: \quad p^{p}{ }^{k-1-j} \sigma_{i j k}=-\sigma_{i, j+1, k}$
if $1 \leq i<j<k$
(vi) $\quad \mathrm{p} \geq 2: \quad \mathrm{P}^{\mathrm{p}^{k-1}} \xi_{j k}=\xi_{1 k} \xi_{j k}$
if $\quad 1 \leq \mathrm{j} \leq \mathrm{k}$
(vii) $p>2: \quad P^{p^{k-1}}{ }^{\top}{ }_{j k}=\xi_{1 k}{ }^{\top} j k+\xi_{j k}{ }^{\top} 1 k \quad$ if $1 \leq j \leq k$
(viii) $p>2: \quad P^{p-1} \sigma_{i j k}=\xi_{1 k} \sigma_{i j k}+\xi_{i k} \sigma_{1 j k}-\xi_{j k} \sigma_{1 i k}$ if $1 \leq i<j \leq k, \sigma_{11 k}=0$.

Proof. (i) is trivial since, as explained in [A, P. 207], the cohomology and homology Bocksteins are related by

$$
\langle\beta \alpha, a\rangle=(-1)^{\operatorname{deg} \alpha+1}\langle\alpha, \beta a\rangle
$$

Relations (ii) through (vi) are immediate from the corresponding numbered relations of the lemma, since $R[k]^{*}$ is one-dimensional in the degrees in which these relations occur. For (vii), we can certainly write

$$
P^{p^{k-1}}{ }_{j k}=a \xi_{1 k}{ }^{\tau} j k+b \xi_{j k}{ }^{\top} 1 k \quad \text { (with } a=0 \text { if } j=1 \text { ). }
$$

For $j \geq 2, I_{1 k}+J_{j k}<J_{1 k}+J_{j k}$ and $\left\langle\xi_{1 k}{ }^{T} j k, Q^{J^{1 k}+I_{j k}}>=1\right.$, as can be seen by examination of $\psi Q^{\mathrm{J}^{1 k}+\mathrm{I}} \mathrm{jk}$. By (vii) and (viii) of the lemma, and by formulas (1) and (2), we find
and

$$
1=\left\langle P^{p-1} \tau_{j k}, Q^{I_{1 k}+J_{j k}}\right\rangle=a \quad \text { if } 2 \leq j \leq k
$$

$$
2=\left\langle P^{p^{k-1}} \tau_{j k}, Q^{J k^{+I_{j k}}}\right\rangle=a+b \quad \text { if } 1 \leq j \leq k
$$

This proves (vii). Similarly, for (viii), we can certainly write
$p^{p^{k-1}} \sigma_{i j k}=a \xi_{1 k} \sigma_{i j k}+b \xi_{i k} \sigma_{1 j k}+c \xi_{j k} \sigma_{1 i k} \quad$ (with $a=0$ and $c=0$ if $i=1$ ).
$I_{1 k}+K_{i j k}<I_{i k}+K_{1 j k}<I_{j k}+K_{1 i k}, \quad$ and $<\xi_{i k} \sigma_{1 j k}, Q^{I_{j k}+K_{1 i k}}>=0$,

$$
\left.<\xi_{i k} \sigma_{i j k}, Q^{I_{i k}+K_{1 j k}}\right\rangle=1 \text { and }\left\langle\xi_{i k} \sigma_{1 j k}, Q^{I_{j k}+K_{1 i k}}\right\rangle=1
$$

by examinations of coproducts. Now (ix), (x), and (xi) of the lemma, together with (1) and (2), imply (viii) by evaluation of $\mathrm{P}^{\mathrm{p}-1} \sigma_{i j k}$ on $Q^{I_{1 k}+K_{i j k}}, Q^{I_{i k}+K_{1 j k}}$, and $Q^{J_{j k}+K_{1 i k}}$. Note that (viii) can be predicted from (vi) and (vii) by application of $p^{2 p^{k-1}}$ to the relation $T_{i k}{ }^{\top}{ }_{j k}=\xi_{i k k} \sigma_{i j k}{ }^{*}$

We have the following immediate corollary.
Corollary 3.10. If $p=2, R[k]^{*}$ is generated as an A-algebra by $\xi_{1 k}$. If $p>2, R[1]^{*}$ is generated as an A-algebra by $\tau_{11}$ and $R[k]^{*}$, $k \geq 2$, is generated as an A-algebra by $\xi_{1 k}$ and $\sigma_{12 k}$.

In other words, $R[k]^{*}$ is a quotient A-algebra of $H^{*} K\left(Z_{p}, n\right)$ or of $H^{*} K\left(Z_{p}, m\right) \otimes H^{*} K\left(Z_{p}, n\right)$ for appropriate integers $m$ and $n$.

Remarks 3.11. In order to obtain an upper bound on the spherical classes of $\mathrm{H}_{*} \mathrm{QS}^{0}$ by determination of its A-anninilated primitive elements, it would be desirable to have complete information on the A-module (rather than the A-algebra) generators of $R[k]^{*}$ : we can add classes not in $R$ to elements of $R$ to obtain primitive classes of $H_{*}, Q^{0}$; we cannot so obtain A-annihilated classes of $H_{*}, Q S^{0}$ unless the given class in $R$ was $A$-annihilated. I have not carried out the necessary calculations. Madsen [ 8] has obtained considerable information in the case $p=2$ and has used this information to retrieve Browder's results [4] on the Arf invariant.

It remains to compute the coproduct on generators of $\mathrm{R}[\mathrm{k}]^{*}$, and we need information about the products in $R$ which hit any of the $Q$, $I \in \dot{P}[k]$. Fortunately, we do not need complete information when $I=K_{i j k}$.

Lemma 3.12. Let $I_{0 k}$ denote the sequence of length $k, k \geq 0$, with all entries zero. Suppose that $J$ and $K$ are admissible sequences such that $Q^{J} Q^{K}$ has a summand $\lambda Q^{I}$ with $\lambda \neq 0$ and $I \in P[k]$ 。 Then either $K \in P[i]$ or $K=I_{0 i}$ for some $i<k$ and, in the latter case, $I=I_{j k}$ for some $j$. All possible choices for $J$ and $K$ when $I=I_{j k}$ or $I=J_{j k}$ are specified in the following relations; in (i) and (ii), if $h<i$ and $h<j$, then the asserted relations merely hold modulo the subspace of $R[k]$ spanned by the admissible monomials which do not end with $Q^{1}$.

(ii) $Q^{\left(p^{i}-p^{i-h}\right) I_{k-i, k-i}+p^{i-h} I_{j-h, k-i} Q^{J}{ }_{h i} \equiv Q^{J j k}, 1 \leq h \leq i \leq k, 0 \leq j-h \leq k-i .}$
(iii) $Q^{\left(p^{i}-1\right) I_{k-i, k-i}+J} j-i ; k-i=Q_{i i}^{I_{i i}}=Q^{J j k} \quad, \quad 0 \leq i<j \leq k$.

## Proof. If ( $J, K$ ) is admissible and in $P[k]$, then $K \in P[i]$ for

 some $i$; such decompositions of $I_{j k}$ and $J_{j k}$ account for the relations with $h=i$ in (i) and with $h=j$ in (i) and (ii) and for all relations in (iii). If ( $J, K$ ) is inadmissible, then $K \in P[i]$ or $K=I_{0 i}$ for some $i$ since the only Adem relations which have $Q^{1}$ appearing on the right side are$$
Q^{p} Q^{0}=Q^{p-1} Q^{1} \quad \text { and } \quad Q^{p} \beta Q^{1}=\beta Q^{p} Q^{1}
$$

We claim that if $\left(t, I_{h i}\right)$ is inadmissible, $0 \leq h \leq i$, then $Q^{t} Q^{I} h i$ has no non-zero summand ending with $Q^{1}$ unless $t=p^{i}$ and $h<i$, when $Q^{I_{h+1, i+1}}$ is the only such summand. Indeed, $Q^{t} Q^{I_{i i}}$ can have no such summand because, in the Adem relation $Q^{r} Q^{s}=\Sigma \lambda_{j} Q^{r+s-j} Q^{j}$ for $r>p s$, $\lambda_{j}=0$ unless $j>s$. The claim now follows by upwards induction on $i$ and, for fixed i, downwards induction on $h$, via explicit calculation from the A'dem relations and the inductive definition of the $I_{h i}$. The essential
fact is that $Q^{P^{i}} Q^{p^{i-1}-P^{i-1-h}}$ has the summand $Q^{P^{i}-p^{i-1-h}} Q^{p^{i-1}}$, $0 \leq h<i$. Note that, since $\beta Q^{I_{h i}}=0$ for $h<i$, it follows that if ( $J, I_{h i}$ ) is inadmissible, $0 \leq h \leq i$, and if any Bockstein entry $\epsilon_{j}$ in $J$ is non-zero, then $Q^{J} Q^{I}$ hi has no non-zero summand ending with $Q^{1}$. We claim also that if $\left(t, J_{h i}\right)$ is inadmissible, $1 \leq h \leq i$, then $Q^{t} Q^{J_{h i}}$ has no non-zero summand ending with $Q^{1}$ unless $t=p^{i}$, when $Q^{J_{h+1, i+1}}$ is the only such summand. The proof is again an easy double induction; the Adem relation (7) is used to prove the claim when $h=i$. A straightforward bookkeeping argument from our claims shows that the relations of (i) and (ii) with $h<i$ and $h<j$ give all possibilities for $Q^{J} Q^{K}$ to have a non-zero summand $\lambda Q^{I_{j k}}$ or $\lambda Q^{J k}$ when $(J, K)$ is inadmissible.

In our formulas for the coproduct in $R^{*}$, the sums are to range over the integers; this makes sense in view of our convention that $\xi_{j k}$, $\tau_{j k}$, and $\sigma_{i j k}$ are zero except where explicitly specified otherwise. The formula for $\psi \sigma_{i j k}$ announced in [12] is incorrect; the correct formula given here is in fact somewhat simpler.

Theorem 3.13. The following formulas specify the coproduct on the generators of $R^{*}$.
(i) $\quad \psi \xi_{j k}=\sum_{(h, i)} \xi_{k-i, k-i}^{\mathrm{p}^{i}-\mathrm{p}^{i-h}} \xi_{j-h, k-i}^{\mathrm{p}^{i-h}} \otimes \xi_{h i}$
(ii) $\quad \psi \tau_{j k}=\sum_{(h, i)} \xi_{k-i, k-i}^{p^{i}-p^{i-h}} \xi_{j-h, k-i}^{i-h} \otimes \tau_{h i}+\sum_{i} \xi_{k-i, k-i}^{p^{i}-1}{ }^{\top} j-i, k-i \quad \xi_{i i}$



$$
+\sum_{h} \xi_{k-h, k-h}^{p^{h}-1} \sigma_{i-h, j-h, k-h} \otimes \xi_{h h}
$$

Proof. Observe first that if $J=\Sigma n_{i} I_{i k}+L_{\text {ek' }}$ then $e(J)=n_{k}+\epsilon$, where $\epsilon=e\left(L_{e k}\right)$ is zero or one. In view of the lemma, (i) and (ii) will hold provided that the monomials to the left of the tensor signs are precisely dual to the corresponding admissible monomials $Q^{\top}$. By (1) and (2) in the proof of Theorem 3.7, this will certainly hold if the $J$ are maximal among all admissible sequences of the requisite degrees. A dimensional argument shows that, due to the multiple $p^{i}-p^{i-h}$ of $I_{k-i, k-i}$ which appears, the $J$ actually have maximal excess among the admissible sequences of the requisite degrees. We prove (iii) by a trick. By the lemma, we can certainly write

$$
\psi \sigma_{i j k}=\sum_{(f, g, h)} \alpha_{f g h} \otimes \sigma_{f g h}+\sum_{(g, h)} \beta_{g h} \otimes \tau_{g h}+\sum_{h} \gamma_{h} \otimes \xi_{h h}
$$

${ }^{\left(\xi_{\mathrm{gh}}\right.}$ for $\mathrm{g}<\mathrm{h}$ cannot appear on the right because, as noted in the proof of the lemma, $Q^{J} Q^{I}{ }^{\mathrm{gh}}$ cannot have a non-zero summand $\lambda Q^{K_{i j k}}$ unless ( $J, I_{g h}$ ) is admissible, when $g=h$. ) We have $\tau_{i k} \tau_{j k}=\xi_{k k} \sigma_{i j k}$ and therefore $\left(\psi \tau_{i k}\right)\left(\psi \tau_{j k}\right)=\left(\psi \xi_{k k}\right)\left(\psi \sigma_{i j k}\right)$. After expanding both sides by use of Theorem 3.7 and the fact that $R[k]^{*} \cdot R[\ell]^{*}=0$ for $k \neq \ell$, we find that there is a unique solution for the unknowns $\quad \alpha_{\mathrm{fgh}^{\prime}}, \beta_{\mathrm{gh}}$, and $\gamma_{\mathrm{h}}$, namely that specified in (iii).

## 84. The homology of $Q X$

In this section and the next, we shall compute $H_{*} \mathrm{QX}$ and $\mathrm{H}_{*} \mathrm{CX}$ for any space $X$, where $C$ is the monad associated to an $E_{\infty}$ operad 6 [see G, Construction 2.4]. We shall also compute the modp Bockstein spectral sequences of $Q X$ and $C X$, hence our results will determine the integral homology groups of these spaces.
$Q X$ is the free infinite loop space generated by $X$ in the sense that if $Y \in \mathcal{S}_{\infty}$ and $f: X \rightarrow Y_{0}$ is any map in $\mathcal{J}$, then there is a unique map $g:\left\{Q \Sigma^{i} X\right\} \rightarrow Y$ in $\mathcal{L}_{\infty}$ such that $g_{0} \circ \eta=f$, where $\eta: X \rightarrow Q X$ is the natural inclusion [see $G$, p. 43]. Since, for all finite n, the composite

$$
\Sigma^{n} X \xrightarrow{\Sigma^{n} \eta} \Sigma^{n} \Omega^{n} \Sigma^{n} X \xrightarrow{\lambda} \Sigma^{n} X
$$

is the identity, where $\lambda$ is the evaluation map, $\eta_{*}: H_{*} X \rightarrow H_{\psi}, Q X$ is a monomorphism. It is therefore reasonable to expect $H_{*} Q X$ to be an appropriate free object generated by $H_{*} \mathrm{X}$.

Similarly, for any operad $\zeta,(C X, \mu)$ is the free $\zeta$-space generated by $X$ in the sense that if $(Y, \theta)$ is a $\zeta$-space and $f: X \rightarrow Y$ is a map in $\mathcal{J}$, then there is a unique map $g: C X \rightarrow Y$ of $\zeta$-spaces such that $g \eta=f, \eta: X \rightarrow C X$ [see $G, p .13,16,17]$. Again, it is reasonable to expect $H_{*} C X$ to be an appropriate free object generated by $H_{*} X$, at least for nice operads 6 .

We have constructed certain free functors WE and GWE in section 2 and, by freeness, there are unique morphisms $\bar{\eta}_{*}$ of allowable AR-Hopf algebras and $\tilde{\eta}_{*}$ of allowable AR-Hopf algebras with conjugation such that the following diagrams are commutative:



We have the following two theorems.
Theorem 4.1. For every space $X \in J$ and every $E_{\infty}$ operad $\zeta$, $\bar{\eta}_{\psi}: W_{*} H_{*} X \rightarrow H_{*} \mathrm{CX}$ is an isomorphism of AR-Hopf algebras.
 is an isomorphism of AR-Hopf algebras with conjugation.

The second theorem is a reformulation (and generalization) of the calculations of Dyer and Lashof [6].

By [G, Lemma 8.11], $C S^{0}=\frac{\prod_{j} \geq 0}{} \zeta(j) / \Sigma_{j}$ for any operad $\zeta$ (where 1 denotes disjoint union). If $\zeta$ is an $E_{\infty}$ operad, the orbit space $\zeta(j) / \Sigma_{j}$ is just a $K\left(\Sigma_{j}, 1\right)$. Thus, as a very special case, Theorem 4.1 contains a concise reformulation of Nakaoka's results $[16,17,18]$ on the homology of symmetric groups. An $\mathrm{E}_{\infty}$ operad $\zeta$ should be thought of as a suitably coherent construction of universal bundles for symmetric groups; the simple statement that $\mathrm{CS}^{0}$ is a $\zeta^{0}$-space contains a great deal of information that is usually obtained by more cumbersome algebraic techniques.

The elements of $\mathrm{H}_{*} \mathrm{XCH} \mathrm{H}_{*} \mathrm{CX}$ and of $\mathrm{H}_{*} \mathrm{XCH} \mathrm{H}_{*} \mathrm{QX}$ play a role in the homology of $E_{\infty}$ spaces and of infinite loop spaces which is analogous to that played by the fundamental classes of $K(\pi, n)$ 's in the cohomology of spaces. In particular, the following corollaries are analogs of the statement that the cohomology of any space can be represented, via the morphism induced by a map, as a quotient of a free unstable A-algebra.

Corollary 4.3. If $(X, \theta)$ is a $\zeta$-space, where $\zeta$ is an $\mathrm{E}_{\infty}$ operad, then $\theta_{*}: \mathrm{H}_{*} \mathrm{CX} \rightarrow \mathrm{H}_{*} \mathrm{X}$ represents $\mathrm{H}_{*} \mathrm{X}$ as a quotient ARHopf algebra of the free allowable AR-Hopf algebra WEH ${ }_{\sim} \mathrm{X}$.

Proof. $\quad 0: C X \rightarrow X$ is the unique map of $\zeta$-spaces such that $\theta \eta=1$.

Corollary 4.4. If $Y$ is an infinite loop sequence, then $\xi_{\infty \div *}: H_{*} Q Y_{0} \rightarrow H_{*} Y_{0}$ represents $H_{*} Y_{0}$ as a quotient AR-Hopf algebra with conjugation of the free allowable AR-Hopf algebra with conjugation GWEH ${ }_{*} X$.

Proof. $\xi_{\infty}: Q Y_{0} \rightarrow Y_{0}$ is the unique infinite loop map such that $\xi_{\infty} \eta=1 ; \xi_{\infty}$ is defined explicitly in [G, p. 43].

Of course, Theorems 4.1 and 4.2 are not unrelated. By
[G, Theorem 4.2], there is a morphism of monads $\alpha_{\infty}: C_{\infty} \rightarrow Q$. Thus $\alpha_{\infty} \eta=\eta, \alpha_{\infty}: C_{\infty} X \rightarrow Q X$ is a map of $\zeta_{\infty}$-spaces for all $X$, and we have the following commutative diagram:


Here $L$ is the natural inclusion. Since $\downarrow$ is the identity if $X$ is connected, Theorems 4.1 and 4.2, coupled with the Whitehead theorem for connected H-spaces, imply the following result.

Corollary 4.5. $\quad \alpha_{\infty}: \mathrm{C}_{\infty} \mathrm{X} \rightarrow \mathrm{QX}$ is a weak homotopy equivalence for all connected spaces $X$.

The corollary was proven geometrically in [G, Theorem 6.1] by use of the much deeper fact that $\alpha_{n}: C_{n} X \rightarrow \Omega^{n} \Sigma^{n} X$ is a weak homotopy equivalence for all $n$ and all connected $X$. We shall prove Theorem 4.1 and shall generalize the corolla ry by obtaining a homology approximation to $Q X$, for arbitrary $X$, in the next section. We prove Theorem 4. 2 and compute the Bockstein spectral sequence of $C X$ and QX here.

For counting arguments, it will be useful to have explicit bases
 tains the set of components of X , other than the component $\phi$ of the base-point, regarded as homology classes of degree zero. Thus $t X \cup\{\emptyset\}$ is a basis for $H_{*} X$. Let $N \pi_{0} X$ and $\tilde{N}_{0} X$ denote the free commutative monoid and the free commutative group generated by $\pi_{0} X$, each subject to the single relation $\phi=1$; let $Z_{p} N \pi_{0} X$ and $Z_{p} \tilde{N}_{0} X$ denote their monoid and group rings. Let ATX be the free commutative algebra generated by the set
(1) $T X=\left\{Q^{I} x \mid x \in t X\right.$, $I$ is admissible, $\left.e(I)+b(I)>\operatorname{deg} x, \operatorname{deg} Q^{I} x>0\right\}$ (Recall the conventions, Definition 2.1(iii).) Then, as algebras,
(2) $\quad W E H_{\psi} X=A T X \otimes Z_{p} N \pi_{0} X$ and $G W E H_{*} X=A T X \otimes Z_{p} \tilde{N}_{0} X$. Note that the $Q^{I} x$ with $e(I)=\operatorname{deg} x, b(I)=0$, and $\operatorname{deg} Q^{I} x>0$ precisely account for all p-th powers of positive degree elements. Note also that Theorems 4.1 and 4.2 are correct in degree zero by comparison of (2) with [G, Proposition 8.14].

We need some preliminaries in order to prove Theorem 4.2 for $\dot{n}$ ion-connected spaces. The following well-known lemma clearly
implies that Theorem 4.2 will hold provided that it correctly describes the homology of the component $Q_{\varnothing} X$ of the base-point of $Q X$.

Lemma 4.6. Let $X$ be a homotopy associative $H$-space such that $\pi_{0} X$ is a group under the induced product. Choose a point $a \in[a]$ for each component [a] of $X$, write $a^{-1}$ for the chosen point in [a] ${ }^{-1}$, and let $X_{\phi}$ denote the component of the identity element. Define $f: X \rightarrow X_{\emptyset} \times \pi_{0} X$ by $f(x)=\left(x \cdot a^{-1},[a]\right)$ if $x \in[a]$. Then $f$ is a homotopy equivalence with homotopy inverse $g$ given by $g(y,[a])=y a$. If left translation by any given element of $X$ is homotopic to right translation by the same element, then $f$ and $g$ are $H$-maps.

To study $Q_{\phi} X$, which is the component $\Omega_{\phi} Q \Sigma X$ of the trivial loop in QEX, observe that we may assume, without loss of generality, that all connected spaces $Y$ in sight are sufficiently well-behaved locally to have universal covers $\pi: U Y \rightarrow Y$. Of course, $\Omega \pi: \Omega U Y \rightarrow \Omega_{\phi} Y$ is then a weak homotopy equivalence. We require two simple lemmas on universal covers.

Lemma 4.7. Let $X$ be a homotopy associative H-space such
that X is connected and $\pi_{1} X$ is a free Abelian group. Then there exists a map $\rho: K\left(\pi_{1} X, 1\right) \rightarrow X$ such that $\rho$ induces an isomorphism on $\pi_{1}$. The composite of the product on $X$ and $\pi \times \rho$ is therefore a weak homotopy equivalence $U X \times K\left(\pi_{1} X, 1\right) \rightarrow X$.

Proof. $K\left(\pi_{1} X, 1\right)$ is the restricted Cartesian product of one copy of $S^{1}$ for each generator of $\pi_{1} X$, restricted in the sense that all but finitely many coordinates of each point are at a chosen base-point in $S^{1}$. Now $\rho$ can be constructed by (transfinite) induction and use of the
product on $X$ from any chosen representatives $S^{1} \rightarrow X$ for the generators of $\pi_{1} X$. Of course, if $X$ is a monoid, we can use the product directly rather than inductively.

Lemma 4.8. Let $(X, \theta)$ be a connected $\zeta$-space, where
$\zeta$ is any operad. Then UX admits a structure of $\zeta$-space such that $\pi: U X \rightarrow X$ is a map of $\zeta$-spaces.

Proof. UX $=P X /(\sim)$, where two paths in $X$ which start at * are equivalent if they end at the same point and are homotopic with end-points fixed, and $\pi$ is induced by the end-point projection. It is trivial to verify that the pointwise $\zeta$-space structure on $P X$ of [G, Lemma 1.5] passes to the quotient space UX.

As a final preliminary, we have the following observation concerning the homology suspension.

$$
\text { Lemma 4.9. Let } X \text { be a space. Let } x \in H_{0} \Omega X \text { and } y \in H_{*} \Omega X \text {. }
$$

Then, if $\varepsilon y=0$, the loop product $x * y$ suspends to $(\varepsilon x)\left(\sigma_{*} y\right)$.
Proof. Let $a$ and $b$ be representative cycles in $C{ }_{ \pm} \Omega X$ for $x$ and $y$. Let is $\Omega X \rightarrow P X$ and $\pi: P X \rightarrow X$ be the inclusion and endpoint projection. $\sigma_{*} y$ is the homology class of $\pi_{*} c$, where $c \in C_{*} P X$ is a chain such that $i_{w} b=d c . \Omega X$ acts on the left of $P X$ by composition of paths, and $\pi(f * g)=\pi g$ for a loop $f$ and path g. Now $d\left(i_{*} a * c\right)=i_{*}(a * b)$ and $\pi_{*}\left(i_{*} a * c\right)=(\varepsilon a)\left(\pi_{*} c\right)$. The result follows.

$$
\text { Proof of Theorem 4.2. If } X \text { is }(q-1) \text {-connected, } q>1 \text {, }
$$ then $\eta_{\Psi}: H_{*} X \rightarrow H_{*} Q X$ is an isomorphism in degrees less than 2 q , as can easily be verified by inductive calculation of $H_{*} \Omega^{i} \Sigma \sum^{n}$ for $i \leq n$ in low degrees (by use of the Serre spectral sequence). Indeed, this

is just the standard proof that $\eta_{*}: \pi_{*} X \rightarrow \pi_{*} Q X=\pi_{*}^{s} X$ is an isomorphism
in degrees less than $2 \mathrm{q}-1$ and an epimorphism in degree 2q-1. Thus the theorem is trivially true in degrees less than 2 q if X is ( $\mathrm{q}-1$ )connected. We claim that if the theorem is true for $\Sigma X$ in degrees less than $n$, then the theorem is true for $X$ in degrees less than $n-1$. This will complete the proof since it will follow that the theorem for $\Sigma^{q} \dot{X}$ in degrees less than $2 q$ implies the theorem for $X$ in degrees less than $q$, for all integers $q>1$. We shall prove our claim by constructing a model spectral sequence $\left\{'^{\prime} E^{r}\right\}$, mapping it into the Serre spectral sequence $\left\{E^{r}\right\}$ of the path space fibration over $U Q \Sigma X$, and invoking the comparison theorem [7,XI 11.1]. By [G, Proposition 8.14] and Lemma 4.7, we may write

$$
H_{*} Q \Sigma X=H_{*} U Q \Sigma X \otimes H_{*} K\left(\tilde{N} \pi_{0} X, 1\right)
$$

Let $x^{1}=x-(\varepsilon x) \notin$ for $x \in H_{*} X$. We take $t \Sigma X=\left\{\Sigma_{*} x^{\prime} \mid x \in t X\right\}$ as our basis for $J H_{*} \Sigma X, \Sigma{ }_{*}: \tilde{H}_{*} X \cong \tilde{H}_{*} \Sigma X$. We may then write

$$
H_{*} K\left(\tilde{N} \pi_{0} X, 1\right)=E\left\{\Sigma_{*} x^{i} \mid x \in t_{0} X\right\} \subset H_{*} Q \Sigma X
$$

Of course, if $p=2$, this is not a sub-algebra and the squares $\left(\Sigma_{*} x^{\prime}\right)^{2}=Q^{1} \Sigma_{*} x^{\prime}$ lie in $H_{*} U Q \Sigma X$. Define $\widetilde{W} E H_{*} \Sigma X$ to be the subalgebra of $\mathrm{WEH}_{*} \Sigma X$ generated by the elements of $T \Sigma X$ of degree greater than one and, if $p=2$, the squares $Q^{1} \Sigma_{*} x^{\prime}, x \in t_{0} X$. Define

$$
{ }^{\prime} E^{2}=\widetilde{W} E H_{*} \Sigma X \otimes\left(\mathrm{GWEH}_{*} \mathrm{X}\right)_{\phi}
$$

(If X is connected, ${ }^{\prime} \mathrm{E}^{2}$ reduces to $\mathrm{WEH}_{*} \Sigma \mathrm{X} \otimes \mathrm{WEH}_{*} \mathrm{X}$.) The differentials of $\left\{A^{r}\right\}$ are specified by requiring $\left\{E^{r}\right\}$ to be a spectral sequence of differential algebras such that if $Q x \in T X$, then

$$
\tau Q^{I} \Sigma_{*} x^{\prime}=(-I)^{d(I)} Q^{I} x *\left[p^{\ell(I)} a x\right]
$$

and, if $p>2$ and $\operatorname{deg} Q^{*} x=2 s-1$,

$$
\tau\left(\left(Q^{I} \Sigma_{*} x^{\prime}\right)^{p-1} \otimes Q^{I} x *\left[p^{\ell(I)} a x\right]\right)=(-1)^{d(I)+1} \beta Q^{s} Q^{I} x *\left[p^{\ell(I)+1} a x\right] .
$$

Here $a x \in \pi_{0} X$ denotes the component in which the homology class
$x$ lies $(\psi x=x \otimes a x+a x \otimes x$ plus other terms if deg $x>0)$ and, for $a \in \pi_{0} X$ and $n \in Z$, [na] denotes the $n$-th power of a in the group $\tilde{N}_{\pi_{0}} \mathrm{X} \subset G W E H_{*} X$. An easy counting argument demonstrates that $\left\{{ }^{\prime} E^{r}\right\}$ is isomorphic to a tensor product of elementary spectral sequences of the forms $E\{y\} \otimes P\{T y\}$ and, if $p>2$,
$P\{z\} /\left(z^{p}\right) \otimes\left[E\{\tau z\} \otimes P\left\{\tau\left(z^{p-1} \otimes \tau z\right)\right\}\right]$, where $E$ and $P$ denote exterior and polynomial algebras. Here y runs through
$\left\{Q^{I} \Sigma_{*^{\prime}} x^{\prime} \mid I\right.$ admissible, $e(I)>\operatorname{deg} x, \operatorname{deg} Q^{I} \Sigma_{\psi^{\prime}} x^{\prime}>1$ and odd if $\left.p>2\right\}$ and, if $p>2, z$ runs through
$\left\{Q^{I} \Sigma_{*} x^{\prime} \mid I\right.$ admissible, $e(I)>\operatorname{deg} x, \operatorname{deg} Q^{I} \Sigma_{*} x^{\prime}$ even $\}$
(Note that, if $p>2, e(I) \equiv d(I) \bmod 2$, hence $e(I)=$ deg $x+1$ implies that deg $Q^{I} \Sigma_{\mu_{r}} x^{\prime}$ is even.) Of course, to the eyes of $\left\{E^{r}\right\}$, the base $\widetilde{W} E H_{*} \Sigma X$ looks like a tensor product of exterior and truncated polynomial algebras rather than like a free commutative algebra. Clearly ${ }^{\prime} E^{\infty}=Z_{p}$. By construction, there is a unique morphism of algebras $\mathrm{f}: \mathrm{I}^{\prime} \mathrm{E}^{2} \rightarrow \mathrm{E}^{2}$ such that the following diagram is commutative:
$E^{2}=\tilde{W E F H}_{*} \Sigma X \otimes\left(\mathrm{GWEH}_{*} X\right)_{\phi} \xrightarrow{f} \mathrm{H}_{*} U Q \Sigma X \otimes H_{*} \Omega U Q \Sigma X=E^{2}$,


Since $Q^{I} x=Q^{T} x^{\prime}$ if $d(I)>0$, by Theorem 1.1 (5), Lemma 4.9 implies that, for $\sigma_{ \pm}: H_{*} Q X \rightarrow H_{*} Q \Sigma X$,

$$
\sigma_{*}\left(Q^{I} \times *\left[^{\ell(I)} a x\right]\right)=(-1)^{d(I)} Q^{I} \Sigma_{*} x^{\prime}
$$

(the sign comes from $\sigma \beta=-\beta \sigma$ ). By the naturality of $\sigma_{*^{\prime}}$ the same formula holds for $\sigma_{*}: H_{*} \Omega U Q \Sigma X \rightarrow H_{*} U Q \Sigma X$, although here the elements $Q^{s} \Sigma_{*} X^{1}, x \in t_{0} X$, are of course not operations because the elements $\Sigma_{\psi} X^{\prime}$ are not present in $H_{\psi} U Q \Sigma X$. By Theorem 1.1 (7) and the definition of $\left\{E^{r}\right\}, f$ induces a morphism of spectral sequences. Since $f=f($ base $) \otimes f(f i b r e)$, our claim and the theorem now follow directly from the comparison theorem.

The following observation on the structure of $H_{\psi} Q X$ is sometimes useful. Note that $H_{\psi} Q_{\phi} X$ is the free commutative algebra generated by $\left\{y *(a y)^{-1} \mid y \in T X\right\}$, where ay is the component in which $y$ lies. This description uses operations which occur in various components of $Q X$. We can instead use just those operations which actually occur in the component $Q_{\phi} X$.

Lemma 4.10. $H_{\psi} Q_{\phi} \mathrm{X}$ is the free commutative algebra generated by the union of the following three sets:

$$
\begin{gathered}
\left\{Q^{I} x \mid Q^{I} x \in T X \text { and } a x=\emptyset\right\} \\
\{x *[-a x] \mid x \in t X, \operatorname{deg} x>0, \text { and } a x \neq \emptyset\} \\
\left\{Q^{J}\left(\beta^{\varepsilon} Q^{s} x *[-p \cdot a x]\right) \mid Q^{J} \beta^{\varepsilon} Q^{s} x \in T X \text { and } a x \neq \phi\right\} .
\end{gathered}
$$

Proof. $[-p \cdot a x]=[-a x] * \ldots *[-a x]$, and we therefore have

$$
Q^{J}\left(\beta^{\varepsilon} Q^{s} x *[-p \cdot a x]\right) \equiv\left(Q^{J} \beta^{\varepsilon} Q^{s} x\right) \div\left[-p^{l(J)+1} \cdot a x\right]
$$

modulo decomposable elements of $\mathrm{H}_{\Psi} \mathrm{Q}_{\phi} \mathrm{X}$, by the Cartan formula.
When $X=S^{0}$, the first two sets above are clearly empty.
We complete this section by computing the Bockstein spectral
sequences of $H_{*} C X$ and of $H_{*} Q X$. Let $\left\{E^{r} X\right\}$ denote the mod $p$ Bockstein spectral sequence of a space $X$. A slight variant (when $p>2$ and $r=2$ ) of the proof of [A, Proposition 6.8] yields the following lemma.

## Lemma 4.11. If ( $X, \theta$ ) is a $\zeta$-space, where $\zeta$ is an $E_{\infty}$

 operad, then $\left\{E^{r} X\right\}$ is a spectral sequence of differential algebras such that if $y \in E_{2 q}^{r-1} X$, then $\beta_{x} y^{p}=y^{p-1} \beta_{r-1} y$ if $p>2$ or if $p=2$ and $r>2$, and $\beta_{2} y^{2}=y \beta y+Q^{2 q} \beta y$ if $p=2$ and $r=2$.Let $Y=C X$ or $Y=Q X$, and let $\left\{E^{r} A T X\right\}$ denote the restriction of $\left\{E^{r} Y\right\}$ to $A T X$; in both cases, we clearly have $E^{r} Y=E^{r} A T X \otimes H_{0} Y$ for all $r \geq 1$. To describe $E^{r} A T X$ explicitly, we require some notations.

Definition 4.12. Let $C_{r}, r \geq 1$, be a basis for the positive degree elements of $E^{r} X$, and assume the $C_{r}$ to be so chosen that

$$
C_{r}=D_{r} \cup \beta_{r} D_{r} \cup C_{r+1}
$$

where $D_{r}, \beta_{r} D_{r}$, and $C_{r+1}$ are disjoint linearly independent subsets of $E^{r} X$ such that $\beta_{r} D_{r}=\left\{\beta_{r} y \mid y \in D_{r}\right\}$ and $C_{r+1}$ is a set of cycles under $\beta_{r}$ which projects to the chosen basis for $E^{r+1} X$. Define $A^{r} X$, $r \geq 2$, to be the free strictly commutative algebra generated by the following set (strictness requires the squares of odd degree elements
to be zero):

$$
\bigcup_{1 \leq j<r}\left(S_{j r} \cup \beta_{r} S_{j r}\right) \cup C_{r},
$$

where $S_{j x}=\left\{y^{P^{r-j}} \mid y \in D_{j}\right.$, deg $y$ even $\} \quad$ and
$\beta_{r} S_{j r^{\prime}}= \begin{cases}\left\{y^{p^{r-j}-1} \beta_{j} y \mid y \in D_{j}, \text { deg } y \text { even }\right\} & \text { if } p>2 \text { or } j \geq 2 \\ \left\{y^{2-j}-2\left(y \beta y+Q^{2} q_{\beta y}\right) \mid y \in D_{1}, \operatorname{deg} y=2 q\right\} & \text { if } p=2 \text { and } j=1 .\end{cases}$

The proof of the following theorem is precisely analogous to the computation of the cohomology Bockstein spectral sequence of $K(Z, p t n)$ given in [A, Theorem 10.4] and will therefore be omitted. It depends only on Lemma 4.11, the fact that $\beta Q^{2 s}=Q^{2 s-1}$ if $p=2$, and counting arguments.

Theorem 4.13. Define a subset SX of TX as follows:
(a) $p=2: S X=\left\{Q^{I} x \mid I=(2 s, J)\right.$, deg $Q^{I} x$ is even, $\left.\ell(I)>0\right\}$
(b) $p>2: S X=\left\{Q^{I} x \mid b(I)=0\right.$, deg $Q^{I} x$ is even, $\left.\ell(I)>0\right\}$ Then $E^{r+1} A T X=P\left\{y^{P^{r}} \mid y \in S X\right\} \otimes E\left\{\beta_{r+1} y^{P^{r}} \mid y \in S X\right\} \otimes A^{r+1} X$ for all $\mathbf{r} \geq 1$, where

$$
\beta_{r+1} y^{p^{r}}= \begin{cases}y^{p^{r}-1} \beta y & \text { if } p>2 \\ y^{2^{r}-2}\left(y \beta y+\Omega^{2 q} \beta y\right) & \text { if } p=2 \text { and deg } y=2 q\end{cases}
$$

Therefore $E^{\infty} A T X=A^{\infty} X$ is the free strictly commutative algebra generated by the positive degree elements of $E^{\infty} X$.
§5. The homology of CX and the spaces $\overline{\mathrm{CX}}$

We first prove Theorem 4.1 and then construct a homology approximation $\bar{\alpha}_{\infty}: \bar{C}_{\infty} X \rightarrow Q_{\phi} X$ for arbitrary spaces $X$. The space $\bar{C}_{\infty} s^{0}$ will be a $K\left(\Sigma_{\infty}, 1\right)$, and this special case of our approximation theorem was first obtained by Priddy [ 20].

Observe that the maps $\bar{\eta}_{*}$ of Theorem 4.1 are natural in $\zeta$ as well as in $X$. In particular, the following result holds.

Lemma 5.1. If $\zeta$ and $\zeta^{1}$ are $E_{\infty}$ operads, then the following is a commutative diagram of morphisms of AR-Hopf algebras:


Moreover, $\pi_{1 *}$ and $\pi_{2 *}$ are isomorphisms for all spaces $X$.
Proof. $\zeta \times \zeta^{\prime}$ is an $E_{\infty}$ operad by [G, Definitions 3.5 and 3.8], and $\pi_{1 *}$ and $\pi_{2 *}$ are isomorphisms by [G, Proposition 3.10] and the proof of [G, Proposition 3.4].

By Theorem 4.2 and Figure I, we already know that $\bar{\eta}_{*}:$ WEH $_{*} X \rightarrow H_{*} C_{\infty} X$ is a monomorphism (since $\alpha_{\infty O_{*}} \bar{\eta}_{*}$, is a monomorphism); by the lemma, we know this for every $E_{\infty}$ operad $\zeta$. In order to prove that $\bar{\eta}_{*}$ is an epimorphism, we need the following standard consequence of the properties of the transfer in the (mod p) homology of finite groups; a proof may be found in [5, p. 255].

Lemma 5.2. If $\pi$ is a subgroup of the finite group $\Pi$ and if the index of $\pi$ in $\Pi$ is prime to $p$, then the restriction

$$
i_{\underset{\sim}{*}}: H_{\pi}^{*}(\pi ; M) \rightarrow H_{+}(\Pi ; M)
$$

is an epimorphism for every $Z_{p} \Pi$-module $M$.
We shall also need the definition of wreath products.
Definition 5.3. Let $\pi$ be a subgroup of $\Sigma_{n}$ and let $G$ be any monoid. Then the wreath product $\pi \int G$ is the semi-direct product of $\pi$ and $G^{n}$ determined by the permutation action of $\pi$ on $G^{n}$; explicitly if $\sigma \in \pi$ and $T_{i} \in G$, then, in $\pi \int G$,

$$
\left(\tau_{1}, \ldots, \tau_{n}\right) \sigma=\sigma\left(\tau_{\sigma(1)}, \ldots, \tau_{\sigma(n)}\right)
$$

Embed $G^{n}$ in $G^{n+1}$ as $G^{n} \times\{e\}$ and embed $\Sigma_{n}$ in $\Sigma_{n+1}$ as the subgroup fixing the last letter; this fixes an embedding of $\Sigma_{n} \int G$ in $\Sigma_{n+1} \int G$, and $\Sigma_{\infty} \int G$ is defined to be the union of the $\Sigma_{n} \int G$ for finite $n$.

Proof of Theorem 4.1. Consider the monad ( $C, \mu, \eta$ ) associated to an $E_{\varphi}$ operad 6 . As in [G, p. 17], we write $\mu$ both for the $\zeta$-action on CX and for the monad product $\mu: \mathrm{CCX} \rightarrow \mathrm{CX}$. Recall that, by [G, p. 13 and 14], CX is a filtered space such that the product $\%$ and $\zeta$-action $\mu$ restrict to give

$$
*: F_{j} C X \times F_{k} C X \rightarrow F_{j+k} C X
$$

and

$$
\mu_{k}: \zeta(k) \times F_{j_{1}} C X \times \ldots \times F_{j_{k}} C X \rightarrow F_{j} C X, j=j_{1}+\ldots+j_{k}
$$

Indeed, $*$ is $\mu_{2}(c)$ for any fixed $c \in \zeta(2)$ and, if $\gamma$ denotes the structural map of the operad [G, Definition 1.1], then

$$
\mu_{k}\left(d ;\left[e_{1}, y_{1}\right], \ldots,\left[e_{k}, y_{k}\right]\right)=\left[\gamma\left(d ; e_{1}, \ldots, e_{k}\right) ; y_{1}, \ldots, y_{k}\right]
$$

for $d \in \zeta(k), e_{i} \in \zeta\left(j_{i}\right)$, and $y_{i} \in X^{j_{i}}$. We define a corresponding algebraic filtration of $\mathrm{WEH}_{*} \mathrm{X}$ by giving all elements of the image of
$\mathrm{R}[\mathrm{k}] \otimes \mathrm{JH}_{*} \mathrm{X}$ in $\mathrm{WEH}_{*} \mathrm{X}$ filtration precisely $\mathrm{p}^{\mathrm{k}}$ and by requiring $\mathrm{WEH}_{*} \mathrm{X}$ to be a filtered algebra. Then $F_{0} W_{E H} X$ is spanned by $\emptyset, F_{1} W_{\psi} H_{\psi} X=$ $H_{*} X$, and each $F_{k} W E H_{*} X$ is a sub A-coalgebra of WEH $X$. Visibly, the restriction of $\bar{\eta}_{*}$ : WEH $\psi_{*} X \rightarrow H_{*} C X$ to $F_{k} W E H_{*} X$ factors through $\mathrm{H}_{*} \mathrm{~F}_{\mathrm{k}} \mathrm{CX}$. $\mathrm{H}_{*} \mathrm{~F}_{1} \mathrm{CX}=\mathrm{H}_{*} \mathrm{X}$ since $\mathrm{F}_{1} \mathrm{CX}=\zeta(1) \times \mathrm{X}$ and $\zeta(1)$ is contractible. Assume inductively that $\bar{\eta}_{*}: F_{j} W E H E_{*} X \rightarrow H_{*}^{*} F_{j} C X$ is an isomorphism for all $j<k$. Define

$$
E_{k}^{0} C X=F_{k} C X / F_{k-1} C X \quad \text { and } \quad E_{k}^{0} W_{E H_{*}} X=F_{k} W E H_{*} X / F_{k-1} W E H_{*} X
$$

Consider the following commutative diagram with exact rows and columns:


Here $1: \mathrm{F}_{\mathrm{k}-1} \mathrm{CX} \rightarrow \mathrm{F}_{\mathrm{k}} \mathrm{CX}$ is the inclusion, which is a cofibration by [G, Proposition 2.6], and $\pi$ is the quotient map. The maps $\bar{\eta}_{\%}$ are known to be monomorphisms and the left map $\bar{\eta}_{\psi}$ is assumed to be an epimorphism. It follows that ${ }^{L_{*}}$ is a monomorphism, hence that $\partial=0$ and $\pi_{*}$ is an epimorphism. Define $\lambda$ by commutativity of the right-hand square; then $\lambda$ is a monomorphism by the five lemma. If we can prove that $\lambda$ is an epimorphism, it will follow that the middle arrow $\bar{\eta}_{\psi}$ is an isomorphism, as required. By [G, p. 14], $\mathrm{E}_{\mathrm{k}}^{0} \mathrm{CX}$ is the equivariant half-smash product

$$
\mathrm{E}_{\mathrm{k}}^{0} \mathrm{CX}=\zeta(\mathrm{k}) \times_{\Sigma_{k}} \mathrm{X}^{[\mathrm{k}]} / \zeta(\mathrm{k}) \times_{\Sigma_{k}} *
$$

where $X^{[k]}$ denotes the $k$-fold smash product of $X$ with itself. By
[A, Lemma 1.1(iii) and Remarks 7.2], there is a composite chain homotopy equivalence

$$
C_{*} \dot{\zeta}(k) \otimes_{\Sigma_{k}}\left(H_{*} X\right)^{k} \rightarrow C_{*}\left(\zeta(k) \times_{\Sigma_{k}} X^{k}\right)
$$

hence we may identify $H_{*}\left(\zeta(k) X_{\Sigma_{k}} X^{k}\right)$ with $H_{*}\left(\Sigma_{k} ;\left(H_{*} X\right)^{k}\right)$. Let $\pi^{\prime}: \zeta^{\circ}(k) \times_{\Sigma_{k}} X^{k} \rightarrow E_{k}^{0} C X$ be the evident quotient map and let
$v: \zeta(\mathrm{k}) \times_{\Sigma_{k}} \mathrm{X}^{\mathrm{k}} \rightarrow \mathrm{F}_{\mathrm{k}} \mathrm{CX}$. be the sub-quotient map given by the definition of CX. Then, since $\eta(x)=[1, x]$, where $1 \in \zeta(1)$ is the identity element and since $\mu^{\circ} \mathrm{C} \eta=1$ on CX , the following diagram is commutative:


Of course, $\pi^{\prime}$ induces an epimorphism on homology. If $k<p$, then $\mathrm{H}_{*} \mathrm{E}_{\mathrm{k}}^{0} \mathrm{CX}=\mathrm{H}_{*}\left(* \mathrm{X}_{\Sigma_{k}} X^{[\mathrm{k}]}\right)$ and $\lambda$ is an epimorphism since, by the diagram, $H_{*} E_{k}^{0} C X$ is spanned by images under $\pi_{*}$ of $k$-fold products. Let $k=p$. Since $i_{*}: H_{*}\left(\pi ;\left(H_{*} X\right)^{p}\right) \rightarrow H_{*}\left(\Sigma_{p} ;\left(H_{*} X\right)^{p}\right)$ is an epimorphism, where $\pi$ is cyclic of order $p, H_{*}\left(\Sigma_{p} ;\left(H_{*} X\right)^{p}\right)$ is spanned by images under $i_{\psi}$ of elements of the forms $e_{0} \otimes x_{1} \otimes \ldots \otimes x_{p}$ and $e_{i} \otimes x^{p}$, by [A, Lemma 1.3]. By the diagram, $\mathrm{H}_{\psi_{*}}{ }_{\mathrm{P}}{ }^{0} \mathrm{CX}$ is therefore spanned by images under $\pi_{*}$ of $p$-fold products $x_{1} * \ldots * x_{p}$ and operations $\beta^{\epsilon} Q^{S} X$, hence $\lambda$ is an epimorphism. We now have that $\bar{\eta}_{ \pm}: \mathrm{F}_{\mathrm{P}} \mathrm{WEH}_{*} \mathrm{X} \rightarrow \mathrm{H}_{*} \mathrm{~F}_{\mathrm{p}} \mathrm{CX}$ is an isomorphism of A-coalgebras. Let

$$
\xi: \mathrm{WEH}_{*} \mathrm{~F}_{\mathrm{p}} \mathrm{CX} \rightarrow \mathrm{WEH}_{*} \mathrm{X}
$$

be the unique morphism of allowable AR-Hopf algebras such that $\xi$ restricts to $\bar{\eta}_{*}^{-1}$ on $H_{*} F_{p} C X$; observe that the restriction of $\xi$ to $\mathrm{F}_{\mathrm{j}} \mathrm{WEH}_{*} \mathrm{~F}_{\mathrm{p}} \mathrm{CX}$ has image in $\mathrm{F}_{\mathrm{pj}} \mathrm{WEH}_{*} \mathrm{X}$. Suppose that $k=\mathrm{pj}, \mathrm{j}>1$.

The index of $\Sigma_{j} \int \Sigma_{p}$ in $\Sigma_{k}$ is prime to $p$ since
$k!=\prod_{i=1}^{j} \prod_{n=0}^{p-1}(p i-n)=p^{j}(j!) q$, where $q$ is prime to $p$. Consider
the following commutative diagram:


Here $\bar{\eta}_{\psi} \xi=\mu_{\psi} \bar{\eta}_{\%}$ since both maps restrict to the inclusion induced by $\iota: F_{p} C X \rightarrow F_{k} C X$ on $H_{*} F_{p} C X$. The map $\gamma$ is $\Sigma_{j} \int \Sigma_{p}$-equivariant by the very definition of an operad, hence $(\gamma \times 1)_{*}$ may be identified with the restriction $i_{\psi}$ and is therefore an epimorphism. $\bar{\eta}_{\%}$ on $\mathrm{F}_{\mathrm{j}} \mathrm{WEH}_{\mathrm{r}} \mathrm{F}_{\mathrm{p}} \mathrm{CX}$ is an epimorphism since our induction hypothesis can be applied to any space, and in particular to $F_{p} C X$. Since $\pi_{*} \nu_{*}=\pi_{*}^{\prime}$ is also an epimorphism, it follows from the diagram that $\lambda$ is an epimorphism. Fin'ally, suppose that $k$ is prime to $p$. Let $\rho(1): \zeta(k-1) \rightarrow \zeta(k)$ be the $\Sigma_{k-1}$-equivariant map defined by $\rho(1)(d)=d * 1=\gamma(c ; d, 1)$ and consider the following commutative diagram:

$(\rho(1) \times 1)_{*}$ may be identified with the restriction $i_{*}$ and is therefore an epimorphism, $\bar{\eta}_{*} \otimes \bar{\eta}_{*}$ is an epimorphism by the induction hypothesis, $\pi_{*} \nu_{*}$ is an epimorphism, and therefore $\lambda$ is an epimorphism. The proof is complete.

Our homology approximation to $Q_{\phi} X$ realizes geometrically the obvious algebraic isomorphism from $\mathrm{H}_{*} \mathrm{CX} \otimes_{\mathrm{H}_{0} \mathrm{CX}} \mathrm{Z}_{\mathrm{p}}$ to $\mathrm{H}_{*} \mathrm{QX} \otimes_{\mathrm{H}_{0}} Q \mathrm{QX}_{\mathrm{p}}$; indeed, non-invariantly, each of these is just the connected free commutative algebra ATX. Of course, via $Q^{I} x \rightarrow Q^{I} x *\left[-p^{\ell(I)} \cdot a x\right]$ on generators, ATX is isomorphic as an algebra to $H_{\psi} Q_{\phi} X$.

Henceforward in this section, we restrict attention to the full subcategory $V$ of $\mathcal{J}$ which consists of spaces of the based homotopy type of $C W$-complexes. By [G', Corollary A.3], $C X \in V$ if $X \in V$ and $\zeta$ is a suitably nice operad (as we tacitly assume below).

Construction 5.4. Let $\zeta$ be an operad and let $X \in Y$. Construct a space $\overline{\mathrm{C} X}$ as follows. Choose a point a in each component [a] of $X$.

Choose a point $c_{i} \in \zeta(i)$ for $i \geq 1$, with $c_{1}=1$, and let ia $=\left[c_{i} ; a^{i}\right] \in C X$. (Thus, by abuse, a is identified with $\eta(a)=[1 ; a]$.) Let $(C X)$ ia denote the component of $C X$ in which ia lies. Define $\rho(a): C X \rightarrow C X$ to be right translation by a, $p(a)(x)=x * a$. Define $(C X)$ a to be the telescope of the sequence of maps

$$
* \xrightarrow{\rho(a)}(C X)_{a} \xrightarrow{\rho(a)}(C X)_{2 a} \longrightarrow \cdots \longrightarrow(C X)_{\text {ia }} \xrightarrow{\rho(a)} \cdots
$$

Define $\overline{\mathrm{CX}}$ to be the restricted Cartesian product (all but finitely many coordinates of each point are *) of the spaces ( $\overline{C X})_{a}$ for $[a] \in \pi_{0} X$. The homotopy type of $(\overline{\mathrm{CX}})_{a}$ is independent of the choice of $a \in[a]$, and $\overline{\mathrm{C}}$ is the object function of a functor from the homotopy category of $V$ to itself.
Remarks 55.
(i) $\overline{\mathrm{CX}}$ is a functor of $\zeta$ as well as of X .
(ii) If $X$ is connected, then $\overline{\mathrm{C} X}$ is homotopy equivalent to CX .
(iii) If $[a] \neq \phi$, then $(C X)_{i a}=\zeta(i) x_{\Sigma_{i}} X_{a}^{i}$, where $X_{a}=[a]$, and
$\rho(a):(C X)_{i a} \rightarrow(C X)(i+1) a$ is given by the formula

$$
\rho(a)\left[c ; x_{1}, \ldots, x_{i}\right]=\left[\gamma\left(c_{2} ; c, 1\right) ; x_{1}, \ldots, x_{i}, a\right] .
$$

Lemma 5.6. Let $\zeta$ be an $E_{\infty}$ operad. Then $H_{*} \bar{C} X$ is naturally isomorphic to the connected algebra $H_{*} C X Q_{H_{0}} C X Z_{p}$.

Proof. Since $(x * a) *(y * a)=(x * y) * a * a$ for $x, y \in H_{*} C X$, each $H_{*}(\overline{\mathrm{CX}})_{a}$, hence also $\mathrm{H}_{\psi} \overline{\mathrm{C}} \mathrm{X}$, is a well-defined algebra. The result is obvious from Theorem 4.1 and the construction.

Lemma 5.7. Let $\zeta$ be an $E_{\infty}$ operad. Let $G$ be any discrete group and let $X=K(G, 1)^{+}$, the union of a $K(G, 1)$ and a disjoint basepoint. Then $\overline{\mathrm{C} X}$ is a $K\left(\Sigma_{\infty} \int G, 1\right)$. In particular, with $G=\{e\}, \overline{\mathrm{CS}}{ }^{0}$ is a $K\left(\Sigma_{\infty}, 1\right)$.

Proof. $\zeta(i) \times_{\Sigma_{i}} K(G, 1)^{i}$ is clearly a $K\left(\Sigma_{i} \int G, 1\right)$, and $\overline{C X}$ is the limit of the $\zeta(i) \times{ }_{\Sigma_{i}} K(G, 1)^{i}$ under appropriate maps by Remarks 5.5 (iii).

We now consider the functors $\bar{C}_{n}$ derived from the little cubes operads.

Construction 5.8. Fix $n, 1 \leq n$ or $n=\infty \quad$ (when $\Omega^{\infty} \Sigma^{\infty}=Q$ ). With the same notations as in Construction 5.4, let ia also denote the image of ia under $\alpha_{n}: C_{n} X \rightarrow \Omega^{n} \Sigma^{n} X$ and let $\Omega_{i a}^{n} \Sigma^{n} X$ denote the component of $\Omega^{n} \Sigma^{n} X$ in which ia lies. Define $\rho(a): \Omega^{n} \Sigma^{n} X \rightarrow \Omega^{n} \Sigma^{n} X$ by $\rho(a)(x)=x * a$ and let $\bar{\Omega}_{a}^{n} \Sigma^{n} x$ denote the telescope of the sequence of inclusions

$$
\Omega_{\phi}^{n} \Sigma^{n} X \xrightarrow{\rho(a)} \Omega_{a}^{n} \Sigma^{n} X \xrightarrow{\rho(a)} \Omega_{2 a}^{n} \Sigma^{n} X \rightarrow \cdots \rightarrow \Omega_{i a}^{n} \Sigma^{n} X \xrightarrow{\rho(a)} \cdots
$$

The inclusion of $\Omega_{\phi}^{n} \Sigma^{n} X$ in $\bar{\Omega}_{a}^{n} \Sigma^{n} X$ is a homotopy equivalence (since each $\rho(\mathrm{a})$ is); choose an inverse homotopy equivalence $\emptyset_{a}: \bar{\Omega}_{a}^{n} \Sigma^{n} X \rightarrow \Omega_{\phi}^{n} \Sigma^{n} X$. Observe that $\alpha_{n} \rho(a)=\rho(a) \alpha_{n}$ and let $\bar{\alpha}_{n, a}:\left(\bar{C}_{n} X\right)_{a} \rightarrow \bar{\Omega}_{a}^{n} \Sigma^{n} X$ be the map obtained from $\alpha_{n}$ by passage to limits. Either by (possibly transfinite) induction and use of the ordinary loop product or by direct construction in terms of the monoid structure on the Moore loop space of $\Omega^{n-1} \Sigma^{n} X$, the maps $\phi_{a} \circ \bar{\alpha}_{n, a}:\left(\bar{C}_{n} X\right)_{a} \rightarrow \Omega_{\phi}^{n} \Sigma^{n} X$ determine a map $\bar{\alpha}_{n}: \bar{C}_{n} X \rightarrow \Omega_{\phi}^{n} \Sigma^{n} X$. Up to homotopy, $\bar{\alpha}_{n}$ is natural in $X$.

Lemma 5.9. Let $\imath:\left(C_{n} X\right)_{i a} \rightarrow \bar{C}_{n} X$ be the inclusion. Then, for $\mathrm{X} \in \mathrm{H}_{*}\left(\mathrm{C}_{\mathrm{n}} \mathrm{X}\right)_{i a}, \bar{\alpha}_{\mathrm{n} * *_{*}}(\mathrm{x})=\alpha_{\mathrm{n} *}(\mathrm{x}) *[-\mathrm{ia}]$, where $[-\mathrm{ia}]$ is the component inverse to [ia] in the group $\pi_{0} \Omega^{n} \Sigma^{n} X$.

Proof. The restriction of $\phi_{a}$ to $\Omega_{i a}^{n} \Sigma^{n} X$ is homotopic to right translation by any chosen point of [-ia].

Our approximation theorem is now an immediate consequence of Theorems 4.1 and 4.2 and Lemmas 5.6 and 5.9.

Theorem 5.10. For $X \in V, \bar{\alpha}_{\infty \times}: H_{*} \bar{C}_{\infty} X \rightarrow H_{*} Q_{\phi} X$ is an isomorphism of algebras.

Since the result holds for all primes $p, \bar{\alpha}_{\infty}$ also induces an isomorphism an integral homology. Via $\bar{\alpha}_{00 \%}^{-1}, H_{+} \overline{C X}$ is an allowable AR-Hopf algebra. However, if $X$ is not connected, then $\bar{C}_{\infty} X$ is not an $H$-space, let alone an $E_{\infty}$ space, hence much of this structure is purely algebraic. As illustrated in Lemma 5.7, $\overline{\mathrm{C}}_{\infty} \mathrm{X}$ generally has a nonAbelian fundamental group. Clearly $\pi_{1} \alpha_{\infty}: \pi_{1} \bar{C}_{\infty} X \rightarrow \pi_{1} Q_{\phi} X$ is the Abelianization homomorphism.

As explained in [ $\left.G^{\prime}, \S 2\right]$, Theorems 4.1,4.2; and 4.13 imply that $\alpha_{\infty}: C_{\infty} X \rightarrow Q X$ is a group completion in the sense of [ $G^{\prime}$, Definition 1.3]. Theorem 5.10 is a reflection of this fact (compare [ $G^{\prime}$, Proposition 3.9]). This fact also suggests that any natural group completion of CX for any $\mathrm{E}_{\infty}$ operad $\zeta$ should yield a homotopy approximation to $Q X . \quad \Omega \mathrm{C} \mathrm{\Sigma X}$ is one example [G, Corollary 4.6], and $\Omega B D X$ is another (but the second result labeled Theorem 3.7 in $\left[G^{\prime}\right]$, about the monoid structure on $D X$, is incorrect; see [R, VII. 2.7]). Yet another example is $B_{0} C X$, the infinite loop space obtained by application of the recognition principle to the $E_{\infty}$ space $C X\left[G^{\prime}\right.$, Theorem 2.3 (vii)]. As explained in $[R, V I I \S 4]$, this last construction often admits a multiplicative elaboration and yields the most structured version of the Barratt-Quillen theorem to the effect that QS $^{0}$ is equivalent to the group completion of $\frac{\prod_{j \geq 0}}{} K\left(\Sigma_{j}, 1\right)$.
$\because \quad$ In III, Cohen will prove that $\alpha_{n}: C_{n} X \rightarrow \Omega^{n} \Sigma^{n} X$ is a group completion
for all spaces $X$ by proving the analogs of Theorems 4.1,4.2, and 4.13. Thus his calculations will imply the following unstable analog of Theorem 5.10.

$$
\text { Theorem 5.11. For } X \in V, \bar{\alpha}_{n *}: H_{*} \bar{C}_{n} X \rightarrow H_{*} \Omega_{\phi}^{n} \Sigma^{n} X \text { is an iso- }
$$ morphism of algebras.

§6. A remark on Postnikov systems

Infinite loop spaces can be approximated by stable Postnikov towers, and it is natural to ask whether there is a relationship between the homology operations and the Postnikov decomposition of such a space. We present such a result here, and we begin with the following easy (and well-known) lemma.

Lemma 6.1. Let $X$ be a $K(\pi, n)$ for some Abelian group $\pi$ and integer $n \geq 1$. Then the Nishida relations and diagonal Cartan formula imply that the operations $Q^{s}$ (no matter how constructed geometrically) are all trivial on $\widetilde{\mathrm{H}}_{*} \mathrm{X}$.

Proof. Assume the contrary and let i be minimal such that $Q^{r} x \neq 0$ for some $x \in \tilde{H}_{i} X$ and some $r$ and let $r$ be minimal such that $Q^{r} x \neq 0$. Then $Q^{r} x$ is primitive and is annihilated by all Steenrod operations $P_{*}^{r}$. It follows that $Q^{r} x=0$, which is a contradiction.

It should be emphasized that this result fails for products of $K(\pi, n)^{\prime}$ s. The loop operations on such a product are certainly trivial, but such a product can also be the zero ${ }^{\text {th }}$ space of a spectrum the higher terms of which have non-trivial $k$-invariants. If we wish to analyze infinite loop spaces in terms of Postnikov systems, then we must use the Postnikov systems of all of the de-loopings (or pass to spectra).

The lemma admits the following generalization, which may also be regarded as a generalization of [15, Theorem 6.2].

Proposition 6.2. Let $X$ be a stable k-stage Postnikov system, as an infinite loop space. Then $Q^{I} x=0$ if $x \in \widetilde{H}_{*} X$ and $\ell(I) \geq k$.
$'$ Proof. A 1-stage stable Postnikov system is a product of $K(\pi, n)$ 's
$\pi$ Abelian and $n \geq 1$. Inductively, a $k$-stage stable Postnikov system $X$
is the pullback from the path space fibration over a simply connected
1-stage Postnikov system $Z$ of an infinite loop map $f: Y \rightarrow Z$, where $Y$ is a ( $k-1$ )-stage stable Postnikov system. The natural map $\pi: X \rightarrow Y$ and the inclusion $i: \Omega Z \rightarrow X$ of the fibre of $\pi$ are infinite loop maps. Direct calculation by Hopf algebra techniques (see [15, Theorem 6.1])
demonstrates that $E_{p}=E_{\infty}$ in the Eilenberg-Moore spectral sequence of the fibre square and that the following is an exact sequence of Hopf algebras:

$$
\mathrm{Z}_{\mathrm{p}} \rightarrow \mathrm{i}_{*} \mathrm{H}_{*} \Omega \mathrm{Z} \xrightarrow{C} \mathrm{H}_{*} \mathrm{X} \xrightarrow{\pi_{*}} \mathrm{H}_{*} \mathrm{Y} \backslash \mathrm{f}_{*} \rightarrow \mathrm{Z}_{\mathrm{p}}
$$

Here $\mathrm{H}_{*} \mathrm{Y} \backslash \mathrm{f}_{*}$ is the kernel of the composite

$$
\mathrm{H}_{*} \mathrm{Y} \xrightarrow{\psi} \mathrm{H}_{*} \mathrm{Y} \otimes \mathrm{H}_{*} \mathrm{Y} \xrightarrow{\mathrm{f}_{*} \otimes \mathrm{l}} \widetilde{\mathrm{H}}_{*} \mathrm{Z} \otimes \mathrm{H}_{*} \mathrm{Y}
$$

$\left(\tilde{\mathrm{H}}_{*} \mathrm{Z}=\mathrm{H}_{*} \mathrm{Z} / \mathrm{H}_{0} \mathrm{Z}\right)$ and is isomorphic to $\mathrm{H}_{*} \mathrm{Z} / / \mathrm{i}_{*}$ by the displayed exact sequence. If $x \in \tilde{H}_{*} X$, then $\pi_{*} Q^{J} x=0$ for $\ell(J) \geq k-1$ by induction.

Thus consider $Q^{s} x$ where $\pi_{*} x=0$, say $x=\sum x_{i} z_{i}$ with $z_{i} \in i_{*} \widetilde{H}_{*} \Omega Z . \quad Q^{s} x=\sum Q^{s}\left(x_{i} z_{i}\right)=0$ by the Cartan formula, since all $Q^{T} z_{i}=0$ by the lemma, and the conclusion follows.

## §7. The analogs of the Pontryagin $p^{\text {th }}$ powers

As was first exploited by Madsen [9] (at the prime 2), the homology of $E_{\infty}$ spaces carries analogs of the Pontryagin $p^{\text {th }}$ powers defined and analyzed by Thomas [25] on the cohomology of spaces. These operations are often useful in the study of torsion. Indeed, in favorable cases, they serve to replace the fuzzy description of torsion classes in $Z_{(p)}$-homology derived by use of the Bockstein spectral sequence by precise information in terms of primary homology operations, with no indeterminacy.

We revert to the general context of $\S 1$, except that the coefficient groups in homology will vary, and we first list the various Bockstein operations that will appear in this section in the following diagram:


In each row, the notation at the left specifies the homology Bockstein derived from the short exact sequence at the right. All of the homomorphisms labelled $\pi$ are natural quotient maps. $Z_{p^{\infty}}=\lim _{\rightarrow} Z_{p^{r}}$ and $i_{r}: Z_{p r} r Z_{p}{ }_{p}$ is the natural inclusion; $\rho: Q \rightarrow Z_{p}{ }_{p}$ is specified by $p\left(\frac{a}{p}+\frac{b}{q}\right)=i_{r}(a)$ for $a, b \in Z, r \geq 1$, and $q$ prime to $p$. Since $\widetilde{\beta}$ determines all of the remaining Bocksteins listed, it should be thought of as the universal Bockstein operation. Clearly $\beta_{1}=\beta=\partial_{1}$ and $\left(\mathrm{p}^{\mathrm{T}-1}\right)_{*} \beta_{\mathrm{r}}=\partial_{\mathrm{r}} \pi_{*}, \pi: Z_{\mathrm{p}} \rightarrow Z_{\mathrm{p}}$, if $\mathrm{r}>1$. At least if $H_{*}\left(\mathrm{X} ; \mathrm{Z}_{(\mathrm{p})}\right)$ is of finite type over $Z_{(p)}$, so that the natural homomorphism $j^{r}: H_{*}\left(X ; Z_{p^{r}}\right) \rightarrow E^{r} X$ is an epimorphism, $\beta_{r}$ determines the $r^{\text {th }}$ differential $d^{r}$ (previously denoted $\beta_{r}$ ) of the mod $p$ Bockstein spectral sequence $\left\{E^{T} X\right\}$. Explicitly, for $X \in H_{*}\left(X ; Z{ }_{p^{r}}\right), \beta_{r} x \in H_{*}\left(X ; Z_{p}\right)=E^{1} X$ survives to $d^{r} j^{r}(x) \in E^{r} X$; alternativel $y, \quad d^{r} j^{r}(x)=j^{r} \bar{\beta}_{r}(x)$.

Theorem 7.1. Let $\zeta$ be an $E_{\infty}$ operad and let $(X, \theta)$ be a $\zeta$-space. Then there exist functions

$$
2: \mathrm{H}_{\mathrm{q}}\left(\mathrm{X} ; \mathrm{Z}_{\mathrm{p}^{\mathrm{T}}}\right) \rightarrow \mathrm{H}_{\mathrm{pq}}\left(\mathrm{X} ; \mathrm{Z}_{\mathrm{p}^{T+1}}\right)
$$

for all $q \geq 0$ and $r \geq 1$ which satisfy the following properties:
(1) The 2 are natural with respect to maps of 6 -spaces.
(2) If $x \in H_{Z q+1}\left(X_{;} Z_{p^{r}}\right)$, then $2 x=0$ if $p>2$ and, if $p=2$,

$$
2 x= \begin{cases}\partial_{2} Q^{2 q+2} x+2 * Q^{2 q+2} \beta x & \text { if } r=1 \\ \partial_{r+1} Q^{2 q+2} \pi_{*} x & \text { if } x>1\end{cases}
$$

(3) The following diagram is commutative:

(4) The following composites both coincide with $p^{\text {th }}$ power operations:

$$
\mathrm{H}_{\mathrm{q}}\left(\mathrm{X} ; \mathrm{Z}_{\mathrm{p}^{r+1}}\right) \xrightarrow{\pi_{*}} \mathrm{H}_{\mathrm{q}}\left(\mathrm{X} ; \mathrm{Z}_{\mathrm{p}^{r}}\right) \xrightarrow{2} \mathrm{H}_{\mathrm{pq}}\left(\mathrm{X} ; \mathrm{Z}_{\mathrm{p}^{r+1}}\right)
$$

$$
\mathrm{H}_{\mathrm{q}}\left(\mathrm{X}_{\mathrm{X}}^{\mathrm{Z}} \mathrm{p}^{\mathrm{T}}\right) \xrightarrow{2} \mathrm{H}_{\mathrm{pq}}\left(\mathrm{X} ; \mathrm{Z}_{\mathrm{p}^{r+1}}\right) \xrightarrow{\pi} * \mathrm{H}_{\mathrm{pq}}\left(\mathrm{X} ; \mathrm{Z}_{\mathrm{P}^{T}}\right)
$$

(5) If $\mathrm{x} \in \mathrm{H}_{2 \mathrm{q}}\left(\mathrm{X} ; \mathrm{Z}_{\mathrm{p}^{\mathrm{X}}}\right)$, then

$$
\beta_{r+1} 2 x= \begin{cases}x \cdot(\beta x)+Q^{2 q}(\beta x) & \text { if } p=2 \text { and } r=1 \\ x^{p-1} \cdot\left(\beta_{r} x\right) & \text { if } p>2 \text { or } r>1\end{cases}
$$

where the product $\mathrm{H}_{*}\left(\mathrm{X} ; \mathrm{Z}_{\mathrm{p}}{ }^{T}\right) \otimes \mathrm{H}_{*}\left(\mathrm{X} ; \mathrm{Z}_{\mathrm{p}}\right) \rightarrow \mathrm{H}_{*}\left(\mathrm{X} ; \mathrm{Z}_{\mathrm{p}}\right)$ is understood; if $x \in H_{2 q+1}\left(X ; Z_{2}{ }^{r}\right)$, then

$$
\beta_{r+1} x= \begin{cases}Q^{2 q+1}(\beta x) & \text { if } r=1 \\ 0 & \text { if } r>1\end{cases}
$$

(6) $2(x+y)=2 x+2 y+\sum_{i=1}^{p-1}(i, p-i)_{*} x^{i} y^{p-i}$ for $x, y \in H_{*}\left(x ; Z_{p r}\right)$, where $(i, p-i)_{*}$ is induced from $(i, p-i): Z_{p^{r}} \rightarrow Z_{p^{r+1}}$.
(7) If $x \in H_{s}\left(X ; Z_{p^{r}}\right)$ and $y \in H_{t}\left(X ; Z_{p^{r}}\right)$, then

$$
(x y)=(2 x)(2 y) \quad \text { if } p>2
$$

and

$$
2(x y)=(2 x)(2 y)+\left(2^{r}\right)_{ \pm}\left[x \cdot \beta_{r} x \cdot Q^{t+1} \pi_{*} y+y \cdot \beta_{r} y \cdot Q^{s+1} \pi_{\pi_{*}} x\right] \text { if } p=2
$$

Here $s$ and $t$ are not assumed to be even; when $p=2, r>1$, and $s$ and $t$ are even, the error term vanishes (since $Q^{2 q-1}=\beta Q^{2 q}$ and $2_{*}^{r} \beta=0$ ).
(8) $\sigma_{*} 2 \mathrm{x}=0$ if $\mathrm{p}>2$ and $\sigma_{*} 2 \mathrm{x}=\left(2^{\mathrm{r}}\right)_{*}\left[\left(\bar{\beta} \sigma_{*} \mathrm{x}\right)\left(\sigma_{*} \mathrm{x}\right)\right]$ if $\mathrm{p}=2$, where $\sigma_{*}: \tilde{H}_{*}(\Omega \mathrm{X} ; ?) \rightarrow \mathrm{H}_{*}(\mathrm{X} ;$ ? $)$ is the homology suspension.

Proof. Precisely as in the proof of Theorem 1.1, except that $W$ is here taken as the standard $\pi$-free resolution of $Z$ and $C_{*}$ is taken to mean chains with integer coefficients, $\theta$ induces $\theta_{*}: W \otimes\left(C_{*} X\right)^{P} \rightarrow C_{*} X$. In the language of [A, Definition 2.1], ( $C_{*} X, \theta_{*}$ ) is a unital Cartan object of the category $\oint(\pi, \infty, z)$. The rest is elementary chain level algebra, the details of which are the same for the present homology operations as for the cohomology Pontryagin $p^{\text {th }}$ powers. Given $x \in H_{q}\left(X ; Z_{p}\right)$, let $x$ be represented by a chain $a \in C_{*} X$ such that $d a=p^{T} b$. Let $\alpha$ generate the cyclic group $\pi$, let $M=\sum_{i=1}^{p-1} i \alpha^{i}$, and define

$$
2 x=\left\{\theta_{*}\left(e_{0} \otimes a^{p}+p^{r} M e_{1} \otimes a^{p-1} b\right)\right\} \in H_{p q}\left(X ; Z_{p r 1}\right) .
$$

Here $e_{0} \otimes a^{p}+p^{r} M e_{1} \otimes a^{p-1} b$ is a cycle modulo $p^{r+1}$ by explicit computation (see [25, p. 32]). The salient facts are that $T M=p-N=M T$, where $T=\alpha-1$ and $N=\sum_{i=0}^{p-1} \alpha^{i}$, that $d a^{p}=p^{T} N a a^{p-1} b$ if $p>2$, and that $\mathrm{de}_{1}=T e_{0} . \quad$ The same calculation carried out $\bmod \mathrm{p}^{\mathrm{r}+2}$ rather than $\bmod p^{r+1}$ yields (5). $2 x$ is well-defined and 2 is natural by the method of proof of $[21,3.1]$ or [A, Lemma 1.1]. When $p>2$, the fact that $2 x=0$ if $q$ is odd depends on the factorization of $\theta_{*}$ through $\zeta_{*} \zeta(p) \otimes\left(C_{*} X\right)^{p}$; see $[24, \S 9-10]$ for details. When $p=2$, see $[25, p .42]$ for the verification of (2). Parts (3) and (4) are trivial to verify, and part (8) is straightforward. See $[25, \S 9]$ for the verification of (6) and [25, §8] (or [9] when $p=2$ ) for the verification of (7).

We have'chosen the notation 2 since it goes well with $Q^{s}$ and
since the Pontryagin $p^{\text {th }}$ powers are often denoted by $\mathcal{P}$.

Remarks 7.2. Let $2^{1}=2$ and $2^{r}=202^{r-1}$. For an $E_{\infty}$ space $X$, define

$$
2 \mathrm{X}=\mathrm{i}_{1 *} \mathrm{H}_{*}\left(\mathrm{X} ; \mathrm{Z}_{\mathrm{p}}\right)+\sum_{r \geq 1}\left(i_{r+1}\right)_{*} 2^{r} H_{2 *}\left(\mathrm{X} ; \mathrm{Z}_{\mathrm{p}}\right) \subset \mathrm{H}_{*}\left(\mathrm{X} ; \mathrm{Z}_{\mathrm{p}}{ }^{\infty}\right)
$$

and consider

$$
\widetilde{\beta} 2 X=\widetilde{\beta}_{1} H_{*}\left(X ; Z_{p}\right)+\sum_{r \geq 1} \widetilde{\beta}_{r+1} \partial^{r_{H}}{ }_{2 *}\left(X ; Z_{p}\right) \subset H_{*}\left(X ; Z_{(p)}\right)
$$

Madsen [9] suggested the term "Henselian at $p$ " for $E_{\infty}$ spaces $X$ such that the torsion subgroup of the ring $H_{*}\left(X ; Z_{(p)}\right)$ coincides with the ideal generated by $\vec{\beta} 2 X$. In view of (4) and (5) of the theorem, this will be the case if $H_{*}\left(\mathrm{X} ; \mathrm{Z}_{(\mathrm{p})}\right)$ is of finite type over $\mathrm{Z}_{(\mathrm{p})}$ and all non-trivial differentials $d^{T}, r \geq 2$, in the mod $p$ Bockstein spectral sequence of $X$ are determined by the general formulas for differentials on $p^{\text {th }}$ powers specified in Lemma 4.11. In particular, by Theorem 4.13, QY is Henselian at $p$ for any space $Y$ such that $H_{*}\left(Y ; Z_{(p)}\right)$ is of finite type over $Z_{(p)}$ and has no $p^{2}$-torsion.

Remarks 7.3. The operations 2 can already be defined on the homology of $\zeta_{2}$-spaces, where $\zeta_{2}$ is the little 2-cubes operad, and thus on the homology of second loop spaces. All of the properties listed in Theorem 7.1 are valid for $\bar{\zeta}_{3}$-spaces, and most of the properties are valid for $\zeta_{2}$-spaces. The exceptions, (2) and (6), are those properties the proof of which requires use of the element $e_{2} \in W$, and they have more complicated versions with error terms which involve the two variable operation
$\lambda_{1}$ discussed in Theorem 1.2 of Cohen's paper III.
!
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## The Homology of $E_{\infty}$ Ring Spaces

## J. P. May

The spaces $Q\left(X^{+}\right)$for an $E_{\infty}$ space $X$, the zero ${ }^{\text {th }}$ spaces of the various Thom spectra $M G$, the classifying spaces of bipermutative categories and the zero ${ }^{\text {th }}$ spaces of their associated spectra are all examples of $\mathrm{E}_{\mathrm{Co}}$ ring spaces. The last example includes models for $B O \times Z$ and $B U \times Z$ as $E_{\infty}$ ring spaces. A complete geometric theory of such spaces and of their relationship to $E_{\infty}$ ring spectra is given in [R], along with the examples above (among others) and various applications. On the level of $(\bmod p)$ homology, the important fact is that all of the formulas developed by Milgram, Madsen, Tsuchiya, and myself for the study of $\mathrm{H}_{*} \widetilde{F}$ (where $\widetilde{\mathrm{F}}$ denotes $\mathrm{QS}^{0}$ regarded as an $\mathrm{E}_{\infty}$ space under the smash product) are valid in $\mathrm{H}_{*} \mathrm{X}$ for an arbitrary $\mathrm{E}_{\infty}$ ring space $\mathrm{X}_{0}$ Moreover, the general setting leads to very much simpler proofs than those originally obtained from the geometry of $\widetilde{F}$.

The first three sections are devoted to these formulas. Thus section 1 establishes notations and gives formulas for the evaluation of the "multiplicative" Pontryagin product $\#$ on elements decomposable in terms of the "additiven Pontryagin product * or of its homology operations $Q^{S}$. The formula for $(x * y) \# z$ is due to Milgram [22] and that for $\left(Q^{5} x\right) \# y$ is due to me [20]; both date to 1968. Section 2 gives the mixed Cartan formula for the evaluation of the multiplicative homology operations $\tilde{Q}^{s}$ on elements $x * y$. A partial result and the basic geometric idea are due to Tsuchiya [36], but the complete formula is due to Madsen [15] when
$p=2$ and to myself [20] when $p>2$; it dates to 1970. Section 3 gives the mixed Adem relations for the evaluation of $\widetilde{Q}^{r} Q^{s} x$. Again, the basic geometric idea is due to Tsuchiya. These relations are incredibly complicated when $p>2$, and Tsuchiya and I arrived at the correct formulas, for $x=[1]$, by a sequence of successive approximations. I obtained the complete formula, for arbitrary $x$, in 1973 but it is published here for the first time. As we point out formally in section 4, the formulas we obtain are exhaustive in the sense that $\#$ and the $\tilde{Q}^{\mathbf{s}}$ are completely determined in $\mathrm{H}_{*} \mathrm{C}\left(\mathrm{X}^{+}\right)$and $\mathrm{H}_{*} \mathrm{Q}\left(\mathrm{X}^{+}\right)$from $\#$ and the $\widetilde{\mathrm{Q}}^{\mathrm{s}}$ on $\mathrm{H}_{*} \mathrm{X}$, where X is a (multiplicative) $\mathrm{E}_{\infty}$ space. Indeed, $\mathrm{H}_{*} \mathrm{C}\left(\mathrm{X}^{+}\right)$is the free AR-Hopf bialgebra generated by $\mathrm{H}_{*} \mathrm{X}$ and $\mathrm{H}_{*} \mathrm{Q}\left(\mathrm{X}^{+}\right)$is the free AR-Hopf bialgebra with conjugation generated by $H_{*} X$ 。

Section 5, which is independent of sections 3 and 4 and makes minimal use of section 2, is devoted to analysis of the sequence of Hopf algebras

$$
\mathrm{H}_{*} \mathrm{SO} \rightarrow \mathrm{H}_{*} \mathrm{SF} \rightarrow \mathrm{H}_{*} \mathrm{~F} / \mathrm{O} \rightarrow \mathrm{H}_{*} \mathrm{BSO} \rightarrow \mathrm{H}_{*} \mathrm{BSF} .
$$

At the prime 2, this material is due to Milgram [22] and Madsen [15] and has also appeared in [5]. At $p>2$, this material is due to Tsuchiya $[36,38$ ] and myself [20], but the present proofs are much simpler (and the results more precise) than those previously published.

I made a certain basic conjecture about the $R$-algebra structure of $\mathrm{H}_{*} \mathrm{SF}$ in 1968 (stated in [20]). It was the primary purpose of Madsen's paper [15] to give a proof of this conjecture when $p=2$. Similarly, it was the primary purpose of Tsuchiya's paper [38] to give a proof of this conjecture when $p>2$. Unfortunately, Tsuchiya's published proof, like several of my unpublished ones, contains a gap and the conjecture is at present still open when $p>2$. It was my belief that this paper would be
incomplete without a proof of the conjecture that has so long delayed its publication. Since the proof has been reduced to pure algebra, which I am unlikely to carry out, and since more recent geometric results make the conjecture inessential to our later calculations, further delay now seems pointless. This reduction will be given in section 6. It consists of a sequence of lemmas which analyze the decomposable elements of $\mathrm{H}_{*} \mathrm{SF}$. These results are generalizations to the case of odd primes of the lemmas used by Madsen to prove the conjecture when $p=2$, and we shall see why these lemmas complete the proof when $p=2$ but are only the beginning of a proof when $p>2$. (To reverse a dictum of John Thompson, the virtue of 2 is not that it is so even but that it is so small.)

The material described so far, while clarified and simplified by the theory of $E_{\infty}$ ring spaces, entirely antedates the development of that theory. In the last seven sections, which form a single unit wholly independent of sections 3,4 , and 6 and with minimal dependence on section 2, we exploit the constructions of $[R]$ to obtain a conceptual series of calculations. Various familiar categories of matrix groups are bipermutative, hence give rise via $[R]$ to $E_{\infty}$ ring spectra whose zero ${ }^{\text {th }}$ spaces are $E_{\infty}$ ring spaces. In section 7, we give a general discussion of procedures for the computation of the two kinds of homology operations on these spaces. For the additive operations $Q^{s}$, the basic idea and the $\bmod 2$ calculations are due to Priddy [27] while the $\bmod p$ calculations are due to Moore [24]. Examples for which the procedures discussed in principle give complete information are the categories $\theta$ and $U$ of classical orthogonal and unitary groups (section 8 ), the category $\mathscr{X} \mathrm{K}_{\mathrm{r}}$ of general linear groups of the field with $r$ elements (section 9),
and the category $\sigma_{k_{q}}$ of orthogonal groups of the field with $q$ elements, $q$ odd (section 11). In the classical group case, we include a comparison with the earlier results of Kochman [13] (which are by no means rendered superfluous by the present procedures). The cases $\delta \mathscr{L} k_{r}$ and $\sigma_{k_{q}}$ are entirely based on the calculations of Quillen [29] and Fiedorowicz and Priddy [6], respectively.

In sections 10,12 , and 13 , we put everything together to analyze the homologies of $B$ Coker $J$ and the classifying space $B(S F ; k O)$ for kO -oriented stable spherical fibrations. At odd primes, $B(S F ; k O) \simeq B T o p$ as an infinite loop space and our results therefore include determination of the p-primary characteristic classes for stable topological (or PL) bundles. The latter calculation was first obtained by Tsuchiya [37] and myself [20], independently, but the present proofs are drastically simpler and yield much more precise information. In particular, we obtain a precise hold on the image of $H_{*}$ BCoker $J$ in $H_{*}$ BSF. This information rather trivially implies Peterson's conjecture [25] that the kernel of the natural map $A \rightarrow H^{*}$ MTop is the left ideal generated by $Q_{0}$ and $Q_{1}$, a result first proven by Tsuchiya [37] by analysis of the p-adic construction on certain 5-cell Thom complexes.

The essential geometry behind our odd primary calculations is the splitting $B S F=B J \times B C o k e r J$ of infinite loop spaces at $p$. The 2 primary analysis of sections 12 and 13 is more subtle because, at 2 , we only have a non-splittable fibration of infinite loop spaces $B$ Coker $J \rightarrow B S F \xrightarrow{\mathrm{Be}} \mathrm{BJ}_{\otimes}$. Indeed, we shall see that, with the model for $J$ relevant to this fibration, it is a triviality that $S F$ cannot split as $J \times \dot{\dot{C}}$ oker $J$ as an $H$-space. Section 12 is primarily devoted to analysis of
$e_{*}: H_{*} \mathrm{SF} \rightarrow \mathrm{H}_{*} \mathrm{~J}^{\prime}$ and the internal structure of $\mathrm{H}_{*}{ }^{\mathrm{J}} \otimes$. The main difficulty is that, until the calculation of $e_{*}$ is completed, we will not even know explicit generators for the algebra $H_{*}{ }^{\mathrm{J}} \otimes^{\circ}$ An incidental consequence of our computations will be the determination of explicit polynomial generators for $\mathrm{H}_{*} \mathrm{BSO}_{\otimes^{\circ}}$ In section 13 , we give a thorough analysis of the homological behavior of the fibration cited above. On the level of $\bmod 2$ homology, complete information falls out of the calculation of $e_{*}$, and the bulk of the section is devoted to analysis of higher torsion via the calculation of the Bockstein spectral sequences of all spaces in sight. The key ingredients, beyond our mod 2 calculations, are a new calculation of the torsion in BBSO, which was first computed by Stasheff [31], and Madsen's determination [16] of the crucial differentials in the Bockstein spectral sequence of BSF. The results we obtain are surprisingly intricate, one interesting new phenomenon uncovered being an exact sequence of the form $0 \rightarrow Z_{4} \rightarrow Z_{2} \oplus Z_{8} \rightarrow Z_{4} \rightarrow 0$ contained in the integral homology sequence $\mathrm{H}_{4 i}$ BCoker $J \rightarrow \mathrm{H}_{4 i} \mathrm{BSF} \rightarrow \mathrm{H}_{4 i} \mathrm{BJ}_{\otimes}$ for $\mathrm{i} \neq 2^{\mathrm{j}}$, the $\mathrm{Z}_{8}$ in $\mathrm{H}_{4 i}$ BSF being in the image of $\mathrm{H}_{4 i}$ BSO。

Because of the long delay in publication of the first few sections, various results and proofs originally due to myself have long since appeared elsewhere. Conversely, in order to make this paper a useful summary of the field, I have included proofs of various results originally due to Milgram, Madsen, Tsuchiya, Kochman, Herrero, Stasheff, Peterson, Priddy, Moore, and Fiedorowicz, to all of whom I am also greatly indebted for very helpful discussions of this material.
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## §1. $E_{\infty}$ ring spaces and the \# product

Before proceeding to the analysis of their homological structure, we must recall the definition of $\mathrm{E}_{\infty}$ ring spaces. This notion is based on the prior notion of an action $\lambda$ of an $E_{\infty}$ operad $\mathcal{F}$ on an $E_{\infty}$ operad $\zeta$. Such an action consists of maps

$$
\lambda: \mu(k) \times \zeta\left(j_{1}\right) \times \ldots \times \zeta\left(j_{k}\right) \rightarrow \zeta\left(j_{1} \cdots j_{k}\right), k \geq 1 \text { and } j_{r} \geq 1
$$

subject to certain axioms which state how the $\lambda$ relate to the internal structure of $\zeta$ and $\Re$. Only the equivariance formulas are relevant to the homological calculations, and we shall not give the additional axioms required for theoretical purposes here. We require some notations in order to state the equivariance formulas.

Definition 1.1. For $j_{r} \geq 1$, let $S\left(j_{1}, \ldots, j_{k}\right)$ denote the set of all sequences $I=\left\{i_{1}, \ldots, i_{k}\right\}$ such that $1 \leq i_{r} \leq j_{r}$ and order $S\left(j_{1}, \ldots, j_{k}\right)$ lexicographically. This fixes an action of $\Sigma_{j}$ on $S\left(j_{1}, \ldots, j_{k}\right)$, where $j=j_{1} \cdots j_{k}$. For $\sigma \in \Sigma_{k}$, define
by

$$
\sigma<j_{1}, \ldots, j_{k}>: s\left(j_{1}, \ldots, j_{k}\right) \rightarrow s\left(j_{\sigma^{-1}(1)}, \ldots, j_{\sigma^{-1}(k)}\right)
$$

$$
\sigma<j_{1}, \ldots, j_{k}>\left\{i_{1}, \ldots, i_{k}\right\}=\left\{i_{\sigma^{-1}(1)}, \ldots, i_{\sigma^{-1}(k)}\right\} .
$$

Via the given isomorphisms of $S\left(j_{1}, \ldots, j_{k}\right)$ and $s\left(j_{\sigma^{-1}(1)}, \ldots, j_{\sigma^{-1}(k)}\right)$ with $\{1,2, \ldots, j\}, \sigma<j_{1}, \ldots, j_{k}>$ may be regarded as an element of $\Sigma_{j}$. For $\tau_{r} \in \Sigma_{j_{r}}$, define $\tau_{1} \otimes \ldots \otimes T_{k} \in \Sigma_{j}$ by

$$
\left(\tau_{1} \otimes \ldots \otimes \tau_{k}\right)\left\{i_{1}, \ldots, i_{k}\right\}=\left\{\tau_{1} i_{1}, \ldots, \tau_{k} i_{k}\right\}
$$

Observe that these are "multiplicative" analogs of the permutations
$\sigma\left(j_{1}, \ldots, j_{k}\right)$ and $\tau_{I} \oplus \ldots \oplus \tau_{k}$ in $\Sigma_{j_{1}}+\ldots+j_{k}$ which were used in the definition, $[G, 1.1]$, of an operad.

The equivariance formulas required of the maps $\lambda$ are

$$
\lambda\left(g \sigma ; c_{1}, \ldots, c_{k}\right)=\lambda\left(g ; c_{\sigma^{-1}(1)}, \ldots, c_{\sigma^{-1}(k)}\right) \sigma<j_{1}, \ldots, j_{k}>
$$

and

$$
\lambda\left(g ; c_{1} \tau_{1}, \ldots, c_{k} \tau_{k}\right)=\lambda\left(g ; c_{1}, \ldots, c_{k}\right)\left(\tau_{1} \otimes \ldots \otimes \tau_{k}\right)
$$

for $g \in H(k), c_{r} \in \zeta\left(j_{r}\right), \sigma \in \Sigma_{k}$, and $\tau_{r} \in \Sigma_{j_{r}}$.
We require two other preliminary definitions.
Definition 1.2. Let $X \in \mathcal{J}$. For $j_{r} \geq 1$, define $\delta: X^{j_{1}} \times \ldots \times X^{j_{k}} \rightarrow$ $\left(x^{k}\right)^{j_{1} \cdots j_{k}} \quad$ by

$$
\delta\left(y_{1}, \ldots, y_{k}\right)=\frac{x}{I \in S\left(j_{1}, \ldots, j_{k}\right)}{ }^{y_{I}}
$$

where if $y_{r}=\left(x_{r l}, \ldots, x_{r j_{r}}\right)$ and $I=\left\{i_{1}, \ldots, i_{k}\right\}$, then $y_{I}=\left(x_{1 i_{1}}, \ldots, x_{k i_{k}}\right)$.
Definition 1.3. A $\mathscr{M}_{0}$-space $(X, \xi)$ is a $\mathscr{1}$-space with basepoint 1
together with a second basepoint 0 such that

$$
\xi_{k}\left(g, x_{1}, \ldots, x_{k}\right)=0
$$

for all $\mathrm{g} \in \mathscr{H}(\mathrm{k})$ if any $\mathrm{x}_{\mathrm{r}}=0$. Let $A_{0}[\mathcal{J}]$ denote the category of $\mathcal{H}_{0}$-spaces.

Definition 1.4. Let $\xi$ act on $\zeta$. A $(\zeta, \xi)$-space $(X, \xi, \theta)$ is a $\mathcal{A}_{0}$-space $(X, \xi)$ and a $\zeta$-space $(X, \theta)$ with basepoint 0 such that the following distributivity diagram is commutative for all $k \geq 1$ and $j_{r} \geq 1$, where $j=j_{1} \cdots j_{k}$ :


Here the maps $\mu$ are shuffle homeomorphisms and $\Delta$ is the iterated diagonal.

$$
\text { Let } \xi_{k}: H(k) \times \zeta\left(j_{1}\right) \times X^{j_{1}} \times \ldots \times \zeta\left(j_{k}\right) \times X^{j_{k}} \rightarrow \zeta(j) \times X^{j} \quad \text { be defined }
$$

by commutativity of the left-hand side of the distributivity diagram. This definition makes sense for any $H_{0}$-space $(X, \xi)$, and the omitted parts of the definition of an action of $\mathcal{H}$ on $\zeta$ serve to ensure that the $\xi_{\mathrm{k}}$ induce an action of $H$ on $C X$ such that $\eta: X \rightarrow C X$ and $\mu: C C X \rightarrow C X$ are morphisms of $H_{0}$-spaces. In other words, if $H$ acts on $\zeta$, then $C$ defines a monad in $\Psi_{0}[\mathcal{J}]$. The distributivity diagram states that $\theta: C X \rightarrow X$ gives $(X, \xi)$ a structure of an algebra over this monad. It is this more conceptual formulation of the previous definition which is central to the geometric theory of [R]. We refer the reader to [R, VI§4 and VII§ 2 and 4] for examples of suitable pairs ( $\zeta, \mathcal{H}$ ) and to $[R, I V \S 1-2$, VI§ 4-5, and VII §2] for examples of $(\zeta, \nexists)$-spaces.

We should perhaps mention one technical problem which arose in [R],
if only to indicate its irrelevance to the calculations here. In practice, one is given a pair ( $\kappa^{\prime}, y^{\prime}$ ) of locally contractible (e.g., $E_{\infty}$ ) operads such that $\mathcal{F}^{\prime}$ acts on $\zeta^{\prime}$. In order to pass from ( $\zeta^{\prime}, 夕^{\prime}$ )-spaces to ring spectra with similar internal structure on their zero ${ }^{\text {th }}$ spaces, one replaces $\left(\zeta^{\prime}, H^{\prime}\right)$ by $(\zeta, \nLeftarrow)=\left(\zeta^{\prime} \times K_{\infty}, \sharp \times \mathcal{L}\right)$, where $K_{\infty}$ is the infinite little convex bodies operad and $\mathcal{Z}$ is the linear isometries operad. However, $K_{\infty}$ and $\zeta$ are in fact only partial operads, in that their structural maps $\gamma$ are only defined on appropriate subspaces of the relevant product spaces. (See [R, VII §1 and §2] for details.) The results of I apply to $\zeta$-spaces since, when only the additive structure is at issue, $\zeta$ may as well be replaced by its sub operad $\zeta^{1} \times \zeta_{\infty}$, where $\bar{\zeta}_{\infty}$ is the infinite little cubes operad used in I. On the other hand, since the maps $\gamma$ do not appear in the distributivity diagram, they play little role in the study of multiplicative operations and their interrelationship with additive operations which is our concern here. (In the few places the $\gamma$ do appear, in the proofs of 2.2 and 3.3 , we can again replace $\zeta$ by $\zeta_{1}^{1} \times \zeta_{00}$.)

Henceforward, throughout this and the following two sections, we tacitly assume given a fixed pair of $\mathrm{E}_{\infty}$ operads $\zeta^{\prime}$ and $\mathcal{H}$ such that $\&$ acts on $\zeta$ and a fixed ( $\zeta, \xi$ )-space $(X, \xi, \theta)$. (This general hypothesis remains in force even wh en results are motivated by a discussion of their consequences for $H_{*} \widetilde{F}$.) We refer to such spaces $X$ as $E_{\infty}$ ring spaces. It should be noted that $E_{\infty}$ semi-ring would be a more accurate term: we have built in all of the axioms for a ring, up to all possible higher coherence homotopies, except for the existence of additive inverses.

We intend to analyze the interrelationships between the two R-algebra structures on $H_{*} X$, and we must first fix notations. For ic $\pi_{0} X$, we write
$X_{i}$ for $i$ considered as a subspace of $X$ and write [i] for $i$ regarded as an element of $H_{0} X$. Of course, $\pi_{0} X$ is a semi-ring, with addition and multiplication derived from $\theta$ and $\xi$. Fix $c_{r} \in \zeta(r)$ and define the $r$-fold " additive " product on $X$ to be $\theta_{r}\left(c_{r}\right): X^{r} \rightarrow X$. Write $*$ for this product both on the level of spaces and on homology. Note that * takes $X_{i} \times X_{j}$ to $X_{i+j}$ and that $[i] *[j]=[i+j]$. Write $Q^{s}$ for the homology operations determined by $\theta ; Q^{s}$ takes $H_{*} X_{i}$ to $H_{X X i} X_{p i}$ and $Q^{0}[i]=[p i]$. Fix $g_{r} \in \mathcal{H}(r)$ and define the $r$-fold "multiplicative" product on $X$ to be $\dot{\xi}_{r}\left(g_{r}\right): X^{r} \rightarrow X$.

Write \# for this product both on the level of spaces and on homology; however, to abbreviate, we write $\#$ on elements by juxtaposition, $x \# y=x y$. Note that $\frac{\#}{\#}$ takes $X_{i} \times X_{j}$ to $X_{i j}$ and that $[i][j]=[i j]$. Write $\widetilde{Q}^{\mathbf{S}}$ for the homology operations determined by $\xi ; \tilde{Q}^{s}$ takes $H_{*} X_{i}$ to $H_{*} X_{i} P$ and $\tilde{Q}^{0}[i]=\left[i^{\mathrm{P}}\right]$. Let $\varepsilon: H_{*} X \rightarrow Z_{p}$ be the augmentation and note that $\varepsilon[i]=1$.

Let $\quad \psi: H_{*} X \rightarrow H_{*} X \otimes H_{*} X$ be the coproduct and note that $\psi[i]=[i] \otimes[i]$. For $x \in H_{*} X$, we shall write $\psi x=\sum x^{\prime} \otimes x^{\prime \prime}$, as usual; the iterated coproduct $\psi: H_{*} X \rightarrow\left(H_{*} X\right)^{r}$ will sometimes be written in the form $\psi x=\sum x^{(1)} \otimes \ldots \otimes x^{(x)}$, with the index of summation understood.

If $\pi_{0} X$ is a ring (additive inverses exist), then $H_{*} X$ admits the conjugation $x$ (for $*$ ) defined in Lemma I. 2.7; of course, $\eta \varepsilon=*(1 \otimes x) \psi$, where $\eta$ is the unit for $\psi, \eta(1)=[0]$. Moreover, $Q^{s} \chi=x Q^{s}$ by inductive calculation or by Lemma I.1.2 and the fact that the operations $Q^{s}$ agree with the loop operations on the weakly homotopy equivalent infinite loop space $\mathrm{B}_{0} \mathrm{X}$. In contrast, multiplicative inverses do not exist in $\pi_{0} \mathrm{X}$ in the interesting examples, hence the product \# does not admit a conjugation.

We complete this section by obtaining formulas for the evaluation of $\#$ in terms of $*$ and the $Q^{s}$. Formulas for the evaluation of the $\tilde{Q}^{s}$ in
terms of * and the $Q^{s}$ will be obtained in the following two sections. All of our formulas will be derived by analysis of special cases of the distributivity diagram. The following result was first proven, for $X=\tilde{F}$, by Milgram [22].

Proposition 1.5. Let $x, y, z \in H_{*} X$ and $i, j \in \pi_{0} X$. Then
(i) $[0] x=(\varepsilon x)[0] \quad($ and $[1] x=x)$;
(ii) if $\pi_{0} X$ is a ring, $[-1] x=\chi x$;
(iii) $(x * y) z=\sum(-1)^{\operatorname{deg} y \operatorname{deg} z^{\prime}}{ }_{x z^{\prime}} * y z^{\prime \prime}$;
(iv) $(x *[i])(y *[j])=\sum(-1)^{\operatorname{deg} y^{\prime}} \operatorname{deg} x^{\prime \prime} x^{\prime} y^{\prime} * x "[j] * y^{\prime \prime}[i] *[i j]$.

$$
\text { Proof. Since }(\mathrm{X}, \xi) \text { is ginen to be a } \mathcal{H}_{0} \text {-space, we have that }
$$

$0 \# \mathrm{x}=0$ for $\mathrm{X} \in \mathrm{X}$, and (i) follows. Formula (iii) holds since the following diagram is homotopy commutative:


Indeed, by the distributivity diagram applied to elements $\left(g_{2}, c_{2}, x, y, 1, z\right)$, where $1 \in \varrho(1)$ is the identity, the diagram would actually commute if $*$ on the bottom right were replaced by the product $\theta_{2}\left(c_{2}^{\prime}\right), c_{2}^{\prime}=\lambda\left(g_{2} ; c_{2}, 1\right)$, and any path from $c_{2}$ to $c_{2}^{1}$ in $\zeta(2)$ determines a homotopy from * $=\theta_{2}\left(c_{2}\right)$ to $\theta_{2}\left(c_{2}^{1}\right)$. Formula (iv) follows formally from (iii) and the commutativity of the product $\#$ on homology. Formula (ii) follows by induction on the degree of x from ( i ), (iii), the fact that $[0]=[1] *[-1]$, and the equation $\eta \varepsilon=*(1 \otimes \chi) \psi$, since these formulas give
$\sum x^{\prime} *[-1] x^{\prime \prime}=([1] *[-1]) x=[0] x=(\eta \varepsilon)(x)=\sum x^{1} * x^{\prime \prime}$.
Proposition 1.6. Let $x, y \in H_{*} X$. Then

$$
\left(Q^{s} x\right) y=\sum_{i} Q^{s+i}\left(x P_{*}^{i} y\right) \quad \text { and }, \text { if } p>2
$$

$$
\left(\beta Q^{s} x\right) y=\sum_{i} \beta Q^{s+i}\left(x P_{*}^{i} y\right)-\sum_{i}(-1)^{\operatorname{deg} x} Q_{Q}^{s+i}\left(x P_{*}^{i} \beta y\right)
$$

Proof. The following diagram is $\Sigma_{p}$-homotopy commutative:


Indeed, by the distributivity diagram applied to elements ( $g_{2}, c, y, 1, x$ ) for $(c, y) \in \zeta(p) \times X^{p}$ and $x \in X$, the diagram would actually commute if the identity of $\zeta(\mathrm{p})$ on the bottom arrow were replaced by the map $c \rightarrow \lambda\left(g_{2} ; c, 1\right)$, and these two maps $\zeta(p) \rightarrow \zeta(p)$ are $\Sigma_{p}$-homotopic since $\zeta(p)$ is $\Sigma_{p}$-free and contractible. The rest of the argument is identical to the proof of Theorem I.1.4.

Of course, in the case of $Q S^{\circ}=\widetilde{F}$, the previous two results are contained in Theorem I.1.4 and Lemma 1.1.5. Since, by Theorem f. $42, \mathrm{H}_{*} \mathrm{QS}^{0}$ is generated by [土1] as an R-algebra, the previous results completely determine the smash product on $H_{*} \widetilde{F}$; all products $Q^{I}[1] x$ can be computed by induction on $\ell(I)$. The following observation implies that $\underset{*}{H_{*}} \underset{\sim}{\sim}$ is generated under the loop and smash products by [-1] and the elements $\beta^{\ell} Q^{5}[1]$ (or $Q^{s}[1]$ if $p=2$ ).

Proposition 1.7. Every element $Q[1]$ of $H_{*} X$ is decomposable as a linear combination of products $\beta^{\varepsilon}{ }^{1} Q^{s}{ }_{1}[1] \cdots \beta^{\varepsilon_{k}}{ }_{Q}{ }^{s_{k}}[1]$ (or $Q^{s}{ }^{1}[1] \cdots Q^{s}{ }^{k_{[1]}}$ if. $p=2$ ), where $k=\ell(I)$.

Proof. If $I=(s, J)$, then $Q^{I}[1]=Q^{s}[1] Q^{J}[1]-\sum_{i>0} Q^{s+i}\left(P_{*}^{i} Q^{J}[1]\right)$. On the right, $\quad Q^{s+i}\left(P_{*}^{i} Q^{J}[1]\right)=Q^{s+i}[1] P_{*}^{i} Q^{J}[1]-\sum_{j>0} Q^{s+i+j}\left(P_{*}^{j} P_{* Q}^{i} Q^{J}[1]\right)$. Ite rating, we reach terms where the error summation is zero after finitely many steps. Since $P_{*}^{i} Q^{J}[1]$ is a linear combination of monomials $Q^{K}[1]$ such that $\ell(K)=\ell(J)$, the result follows by induction on the length of $I$.

$$
\text { When } \pi_{0} \mathrm{X} \text { is a ring, we can define a product } \psi_{-} \text {in } H_{\psi} X_{1} \text { by }
$$

$$
x * y=(x *[-1]) *(y *[-1]) *[1]
$$

Thus $*$ is just the translate of the product * from the zero component to the one component. Since

$$
\left(\beta^{\varepsilon_{1}} S^{s}{ }_{1}[1] \cdots \beta^{\varepsilon} k_{Q}{ }^{s} k_{[1]}\right) *\left[1-p^{k}\right] \equiv\left(\beta^{E_{1}}{ }_{Q}{ }^{s}[1] *[1-p]\right) \cdots\left(\beta^{k^{1}}{ }^{s} k_{[1]} *[1-p]\right)
$$

modulo elements of $\mathrm{H}_{*} \mathrm{X}_{1}$ which are decomposable under the product $\underset{\underset{\sim}{*} \text {, }}{\text {, }}$ we have the following corollary when $X=\widetilde{F}$.

Corollary 1.8. The elements $\beta^{\varepsilon} Q^{s}[1] *[1-\mathrm{p}]$ (or $Q^{s}[1] *[-1]$ if $\mathrm{p}=2$ ) generate $\mathrm{H}_{*} \mathrm{SF}$ under the products $\#$ and $\underset{\sim}{\#}$.

The following explicit calculation is due to Milgram [22]; his proof depended on use of the known structure of the cohomology algebras of the groups $\Sigma_{2} \int \Sigma_{2}$ and $\Sigma_{4}$.

Lemma 1.9. Let $p=2$. Then $Q^{s}[1] Q^{s}[1]=Q^{s} Q^{s}[1]$ and, if $s>0$ and $\pi_{0} X$ is a ring, $\left(Q^{s}[1] *[-1]\right)\left(Q^{s}[1] *[-1]\right)=0$.
': Proof. By Proposition 1.6 and the Nishida relations, we have
$Q^{s}[1] Q^{s}[1]=Q^{s} Q^{s}[1]+a_{s}$, where $a_{s}=\sum_{i>0}(i, s(p-1)-p i) Q^{s+i} Q^{s-i}[1]$. Visibly $a_{1}=0$. Assume inductively that $a_{k}=0$ for $0<k<s, s \geqslant 2$. Rather than use the Adem relations to compute $a_{s}$ directly, we observe that, by an easy calculation, the induction hypothesis implies that $a_{s}$ is primitive. Since $a_{s}$ is a linear combination of length two elements of $R$ acting on [1], TheoremI.3.7.implies that $a_{s}=0, a_{s}=Q^{1} Q^{1}[1]$, or $a_{s}=Q^{2} Q^{1}[1]$. Since deg $a_{s} \geqslant 4$, the first alternative must hold. For the second formula,

$$
\begin{aligned}
\left(Q^{s}[1] *[-1]\right)^{2} & =\sum_{i} \sum_{j} Q^{s-i}[1] Q^{s-j}[1] * Q^{i}[1] \cdot[-1] * Q^{j}[1] \cdot[-1] *[1] \\
& =\sum_{i}\left(Q^{s-i}[1] * Q^{s-i}[1]\right) * \chi\left(Q^{i}[1] * Q^{i}[1]\right) *[1] \\
& =*(1 \otimes X) \psi\left(Q^{s}[1] * Q^{s}[1]\right) *[1]=0
\end{aligned}
$$

Here the first equation follows from Proposition 1.5 (iv), the second from our first formula and symmetry (the terms with $i \neq j$ cancel in pairs), and the last from the definition of $X$.

## §2. The mixed Cartan formula

We shall compute $\tilde{Q}^{S}(x * y)$ in this section and $\tilde{Q}^{r} \beta^{\varepsilon} Q^{s} x$ in the next, $x, y \in H_{\tau} X$. To do so, we shall have to decompose special cases of the distributivity diagram. We need the following notations.

Definition 2.1. Let $S$ be a subset of $S\left(j_{1}, \ldots, j_{k}\right)$ and give $S$ the ordering induced by that of $S\left(j_{1}, \ldots, j_{k}\right)$. Let $n(S)$ denote the number of elements in S. Define

$$
\sigma(S): \zeta\left(j_{1} \ldots j_{k}\right) \rightarrow \zeta(n(S))
$$

to be the iterated degeneracy (as in [ $G$, Notations 2.3]) given by

$$
\sigma(S)(c)=\gamma(c ; s), \quad c \in \zeta\left(j_{1} \ldots j_{k}\right),
$$

where $s$ is that element of $[\zeta(0) \Perp \zeta(1)]^{j_{1} \cdots j_{k}}$ whose $I^{\text {th }}$ coordinate is $* \in \zeta(0)$ if $I \notin S$ and is $1 \in \zeta(1)$ if $I \in S$. For example, if $\zeta=K_{\infty}$, then $\sigma(S)$ deletes those little convex bodies of $c$ which are indexed on I $\&$ S. Define

$$
\lambda(\mathrm{s})=\sigma(\mathrm{S}) \cdot \lambda: \mathcal{H}(\mathrm{k}) \times \zeta\left(\mathrm{j}_{1}\right) \times \ldots \times \zeta\left(\mathrm{j}_{\mathrm{k}}\right) \rightarrow \zeta(\mathrm{n}(\mathrm{~s}))
$$

and define

$$
\delta(S): X^{j_{1}} \times \ldots \times X^{j_{k}} \rightarrow\left(X^{k}\right)^{n(S)}
$$

by letting $\delta(S)\left(y_{1}, \ldots, y_{k}\right)$ have $I^{\text {th }}$ coordinate $\left(x_{1, i_{1}}, \ldots, x_{k, i_{k}}\right)$ if $y_{r}=\left(x_{r 1}, \ldots, x_{r j_{r}}\right)$ and $I=\left\{i_{1}, \ldots, i_{k}\right\} \in S$. Then define a map $\xi(S)$ by commutativity of the following diagram:


Define $\tilde{\xi}(S)=\theta_{n(S)} \circ \xi(S): \mu(k) \times \zeta\left(j_{1}\right) \times X^{j_{1}} \times \ldots \times \varphi^{\varphi}\left(j_{k}\right) \times X^{j_{k}} \rightarrow X$.
Abbreviate $S(j ; k)=S\left(j_{1}, \ldots, j_{k}\right)$ when $j_{1}=\ldots=j_{k}=j$. To compute $\tilde{Q}^{s}(x * y)$ and $\tilde{Q}^{r} \beta^{\varepsilon} Q^{s} x$, we must analyze $\tilde{\xi} S(2 ; p)$ and $\tilde{\xi} S(p ; p)$.

The definition suggests the procedure to be followed: we break the relevant set $S(j ; k)$ into an appropriate union of disjoint subsets in order to decompose $\tilde{\xi} S(j ; k)$ into pieces we can analyze. The following result gives the general pattern. Observe that the evident action of the wreath product $\Sigma_{k} \int \Sigma_{j}$ (defined in DefinitionI.5.3) on the set $S(j ; k)$ fixes an inclusion of $\Sigma_{k} \int \Sigma_{j}$ in $\Sigma_{j k}$. The distributivity diagram is clearly $\Sigma_{k} \int \Sigma_{j}$-equivariant when $j_{1}=\ldots=j_{k}=j$.

Proposition 2.2. Let $G$ be a subgroup of $\Sigma_{k} \int \Sigma_{j}$ and let $S \subset S(j ; k)$ be the disjoint union of subsets $S_{1}, \ldots, S_{q}$ such that each $S_{i}$ is closed under the action of $G$. Then each $\xi\left(S_{i}\right)$ is G-equivariant, and $\tilde{\xi}(S)$ is G-equivariantly homotopic to the composite
$\xi(k) \times\left(\zeta(j) \times X^{j}\right)^{k} \xrightarrow{\Delta}\left(H(k) \times\left(\zeta(j) \times X^{j}\right)^{k}\right)^{q} \xrightarrow{\stackrel{\text { i }}{x} \underset{1}{\tilde{\xi}\left(S_{i}\right)}} x^{q} \xrightarrow{*} X$.
Proof. Consider the following diagram:


Here $\mu$ is a shuffle homeomorphism and $\hat{v}$ denotes right action by that permutation $v$ of $n(S)$ letters which corresponds to changing the ordering of the set $S$ from that obtained by regarding $S$ as the ordered union $S_{1} \cup \ldots \cup S_{q}$ (where each $S_{i}$ is ordered as a subset of $S(j ; k)$ ) to that obtained by restricting the ordering of $S(j ; k)$ to $S$. The map *in the operad $\zeta$ is defined by

$$
\left(d_{1}, \ldots, d_{q}\right) \rightarrow \gamma\left(c_{q} ; d_{1}, \ldots, d_{q}\right), d_{i} \in \zeta\left(n\left(S_{i}\right)\right),
$$

for our fixed $c_{q} \in \zeta(q)$. By [G, Lemma 1.4], the right-hand triangle and trapezoid commute. In the Ieft-hand rectangle, the coordinates in $\mathrm{X}^{\mathrm{n}(\mathrm{S})}$, in order, given by $\xi(\mathrm{S})$ and by the specified composite are the same. To study the coordinate in $\zeta(\mathrm{n}(\mathrm{S}))$, consider the diagram


Obviously the left-hand square commutes. Let $\iota(S): G \rightarrow \Sigma_{n(S)}$ be the homomorphism (not necessarily an inclusion) determined by the action of $G$ on $S$. Clearly $\sigma(S)$ is $G$-equivariant, where $G$ acts on $\zeta\left(j^{k}\right)$ via the given inclusion of $G$ in $\Sigma_{k} \int_{j} C \Sigma_{j k}$ and $G$ acts on $\zeta(n(S))$ via $\iota(S)$. If $\tilde{v}$ is defined by $\tilde{v}(\tau)=v^{-1} \tau v$, then $\iota(S)$ coincides with the composite
since $\tilde{v} \circ \oplus$ is the inclusion of $\underset{i=1}{q} \Sigma_{n\left(S_{i}\right)}$ in $\Sigma_{n(S)}$ determined by the inclusions of the $S_{i}$ in $S$ as ordered subsets. Therefore the composite $\hat{v} a * \circ{ }_{i}{\underset{\sim}{q}}_{1}^{q} \sigma\left(S_{i}\right) \circ \Delta$ is also G-equivariant. Since $\zeta\left(j^{k}\right)$ is $G-f r e e$ and $\varphi(\mathrm{n}(\mathrm{S}))$ is contractible, the right-hand square is $G$-equivariantly homotopy commutative and the proof is complete.

We give two lemmas which will aid in the homological evaluation of the composite appearing in the proposition. It will sometimes be the case that all $\xi\left(\mathrm{S}_{\mathrm{i}}\right)$ induce the same map on G-equivariant homology. The following lemma will then be used to simplify formulas.

Lemma 2.3. Let $\emptyset_{i}: Y \rightarrow X, 1 \leq i \leq q$, be maps such that $\phi_{i *}=\phi_{j *}$. Then the map on homology induced by the composite

$$
\mathrm{Y} \xrightarrow{\Delta} \mathrm{Y}^{\mathrm{q}} \xrightarrow{\stackrel{\mathrm{q}^{\mathrm{q}}}{=} \emptyset_{i}} \mathrm{X}^{\mathrm{q}} \xrightarrow{*} \mathrm{X}
$$

is given by $y \rightarrow[q]\left(\varnothing_{1 *} y\right)$ for $y \in H_{*} Y$.
Proof. Define $i_{q}: X \rightarrow X$ by $i_{q} x=(1 * \ldots * 1) \frac{\|}{\#} X$, $q$ factors of 1. The distributivity diagram (applied to $\left(g_{2}, c_{q},(1)^{q}, 1, \emptyset_{1}(y)\right), y \in Y$ ) implies that $* \circ \emptyset_{1}^{q} \circ \Delta$ is homotopic to $i_{q} \circ \varnothing_{1}$, and the result follows.

When the $\tilde{\xi}\left(S_{i}\right)_{*}$ are distinct, the following observation will allow
computation of $\Delta_{*}$ on G-equivariant homology.
Lemma 2.4. The following diagram is commutative:

(where $\mu$ is the evident shuffle homeomorphism).
When $k=p$ and $G$ contains the cyclic group $\pi=\pi \times 1^{j} \subset \Sigma_{p} \int \Sigma_{j}$, the maps $\left(1 \times \Delta^{k}\right)_{*}$ and $\mu_{*}(\Delta \times 1)_{*}$ on G-equivariant homology can be readily evaluated by the naturality of equivariant homology and by use of the explicit coproduct on the standard $\pi$-free resolution of $Z_{p}$ (compare [A, Proposition 2.6]).

The following theorem was first proven, for $X=\widetilde{F}$, by Madsen [15] when $p=2$ (using Kochman's calculations [13] of the operations in $\mathrm{H}_{*} \mathrm{O}$ ) and by myself [20] when $\mathrm{p}>2$; the present proof is a simplification of that given by Tsuchiya in a later reformulation of my result [38].

Theorem 2.5 (The mixed Cartan formula). Let $x, y \in H_{*} X$.
Then
(i) $\quad \tilde{Q}^{s}(x * y)=\sum_{s_{0}+\ldots+s_{p}=s} \sum_{s^{s}} \tilde{Q}_{0}^{0}\left(x^{(0)} \otimes y{ }^{(0)}\right) * \ldots * \widetilde{Q}_{p}^{s}\left(x^{(p)} \otimes y{ }^{(p)}\right)$, where $x \otimes y \rightarrow \sum x^{(0)} \otimes y^{(0)} \otimes \ldots \otimes x^{(p)} \otimes y^{(p)}$ under the iterated coproduct of $\mathrm{H}_{*} \mathrm{X} \otimes \mathrm{H}_{4} \mathrm{X}$;
(ii) $\quad \widetilde{Q}_{0}^{S}(\mathrm{x} \otimes \mathrm{y})=(\varepsilon \mathrm{y}) \widetilde{Q}^{\mathrm{S}} \mathrm{x}$ and $\widetilde{\mathrm{Q}}_{\mathrm{p}}^{\mathrm{S}}(\mathrm{x} \otimes \mathrm{y})=(\varepsilon \mathrm{x}) \widetilde{\mathrm{Q}}^{\mathrm{S}} \mathrm{y}$; and
(iii) $\quad \tilde{\Omega}_{i}^{s}(x \otimes y)=\left[\frac{1}{p}(i, p-i)\right] Q^{s}\left(\sum \sum x^{(1)} \ldots x^{(p-i)} y^{(1)} \ldots y^{(i)}\right), 0<i<p$.
(iv) If $, p=2, \widetilde{Q}^{s}(x * y)=\sum_{s_{0}+s_{1}+s_{z}=s} \sum \sum \widetilde{Q}^{s}{ }_{x^{\prime} *} Q^{s}\left(x^{\prime \prime} y^{\prime}\right) * \widetilde{Q}^{s} y^{\prime \prime}$.

Proof. Formula (iv) is just the case $p=2$ of (i) through (iii).
We use the distributivity diagram and Proposition 2.2 with $\mathrm{k}=\mathrm{p}$. and $j_{r}=j=2$; we fix $c_{2} \in \zeta(2)$ and omit the coordinates $\zeta(2)$ from the notation in these results. We must analyze the set $S(2 ; p)$ of sequences $I=\left\{i_{1}, \ldots, i_{p}\right\}, i_{r}=1$ or 2 . Let $|I|$ denote the number of indices $r$ such that $i_{r}=2$ and note that $|I|$ is invariant under permutations of the entries of $I$. For $0 \leq i \leq p$, let $S_{i}=\{I| | I \mid=i\}$. By the cited results, with $G=\Sigma_{p} \subset \Sigma_{p} \int \Sigma_{2}$ in Proposition 2.2, the following diagram is $\Sigma_{p}$-equivariantly homotopy commutative:


Define $\tilde{Q}_{i}^{s}(x \otimes y), \quad 0 \leq i \leq p$, by use of the map $\widetilde{\xi}^{\left(S_{i}\right)}$ in precisely the same way that the homology operations were defined for $E_{\infty}$ spaces ( $X, \theta$ ) by use of the map $\theta_{p}$ in the proof of Theorem I.1.1. Then formula
(i) follows from the diagram by use of Lemma 2.4 and the subsequent remarks. The sets $S_{0}$ and $S_{p}$ each have a single element and, for these i, $\widetilde{\xi}\left(S_{i}\right)$ is the composite

$$
भ(\mathrm{p}) \times\left(\mathrm{x}^{2}\right)^{\mathrm{p}} \xrightarrow{\xi\left(\mathrm{~s}_{\mathrm{i}}\right)} \zeta(1) \times \mathrm{x} \xrightarrow{\theta_{1}} \mathrm{x} .
$$

Since $\zeta(1)$ is contractible to the point $1, \theta_{1}$ is homotopic to the projection $\pi$ onto the second factor. By Definition 2.I, $\pi \circ \xi\left(S_{i}\right)$ coincides with the composite of $\xi_{p}$ with either $1 \times \pi_{1}^{p}\left(\right.$ when $i=0$ ) or $1 \times \pi_{2}^{p}$
(when $i=p$ ), where $\pi_{j}: X^{2} \rightarrow X$ is the projection onto the $j$-th factor, $j=1$ or 2 . Formula (ii) follows. It remains to prove (iii). Fix i, $0<i<p$, and let $r_{i}=\frac{1}{p}(i, p-i)$. Let $\pi$ be the cyclic group of order $p$ with generator $\sigma$ and let $\tau_{j}, 1 \leq j \leq r_{i}$, run through a set of double coset representatives for $\pi$ and $\Sigma_{p-i} \times \Sigma_{i}$ in $\Sigma_{p}$ (under the standard inclusions). Thus $\Sigma_{p}=\bigcup_{j} \pi T_{j}\left(\Sigma_{p-i} \times \Sigma_{i}\right)$. Note that, for $T \in \Sigma_{p}$, the group $T^{-1} \pi T \cap\left(\Sigma_{p-i} \times \Sigma_{i}\right)$ is trivial and there are therefore $p=\left[T^{-1} \pi T:\{e\}\right]$ complete right cosets of $\Sigma_{p-i} \times \Sigma_{i}$ in the double coset $\pi T\left(\Sigma_{p-i} \times \Sigma_{i}\right)$; thus precisely $r_{i}$ double cosets are indeed required. Let $I_{i}=\{1, \ldots, 1,2, \ldots, 2\}$, $i$ twos, observe that $\Sigma_{p-i} \times \Sigma_{i}$ acts trivially on $I_{i}$, and define $S_{i j}=\left\{\sigma^{k} \tau_{j} I_{i} \mid 1 \leq k \leq p\right\}$. Clearly $S_{i}$ is the disjoint union of the sets $S_{i j}$ and, by Proposition 2.2 , the following diagram is $\pi$-equivariantly homotopy commutative:


We claim that, on the $\pi$-equivariant homology classes relevant to (iii), each $\tilde{\xi}\left(S_{i j}\right)_{*}$ agrees with the map induced on homology by the composite $\zeta(p) \times\left(X^{2}\right)^{p} \xrightarrow{1 \times(\Delta x \Delta)^{p}} \zeta(p) \times\left(X^{p-i} \times X^{i}\right)^{p} \xrightarrow{1 \times{ }^{p}{ }^{p}} \zeta(p) \times X^{p} \xrightarrow{\theta}{ }^{p} X$. (The claim makes sense since $C_{*} \mathscr{M}(\mathrm{p})$ and $C_{*} \zeta(p)$ are both $\pi$-free resolutions of $Z_{p}$.) Formula (iii) will follow by use of Lemma 2.3. To prove our claim, consider the following diagram:


The map $\phi: \zeta(p) \rightarrow \zeta(p) \times भ(p)^{p}$ is defined by $\phi(c)=\left(c, g_{p}^{p}\right)$ and the upper right trapezoid commutes because $\#=\xi_{p}\left(g_{p}\right): X^{P} \rightarrow X$. The maps $\lambda_{i j}: H(p) \rightarrow \zeta(p)$ and $\psi_{i j}: H(p) \rightarrow \zeta(p) \times H(p)^{p}$ are defined by

$$
\lambda_{i j}(g)=\lambda\left(S_{i j}\right)\left(g, c_{2}^{p}\right) \quad \text { and } \quad \psi_{i j}(g)=\left(\lambda_{i j}(g), \underset{k=1}{p} g \sigma^{k} \tau_{j}\right)
$$

If we could identify $S_{i j}$ with $\{1, \ldots, p\}$ by $\sigma^{k} \tau_{j} I_{i} \rightarrow k$, then the homomorphism $L\left(S_{i j}\right): \pi \rightarrow \Sigma_{p}$ given by the action of $\pi$ on $S_{i j}$ would coincide with the standard inclusion $\imath: \pi \rightarrow \Sigma_{p}$. Actually, the given ordering of $S_{i j}$ as a subset of $S(2 ; p)$ may differ from the standard ordering of $\{k\}$, hence $\iota\left(S_{i j}\right)$ may differ from $ᄂ$ by an inner automorphism, given by $\alpha_{i j}$ say, of $\Sigma_{p}$. The map $\hat{\alpha}_{i j}: X^{p} \rightarrow X^{p}$ is left action by $\alpha_{i j}$, and the right-hand triangle commutes trivially. Of course, $\hat{\alpha}_{i j}$ is $\pi$-equivariant if $\pi$ acts on the domain via $i$ (that is, by cyclic permutations) and on the range via $\iota\left(S_{i j}\right)$. If $\pi$ acts on $H(p)$ via $\iota$ and on $\zeta(p)$ via $\iota\left(S_{i j}\right)$, then $\lambda_{i j}$ is $\pi$-equivariant. If $\pi$ acts on $\mathscr{H}(\mathrm{p})^{\mathrm{p}}$ by cyclic permutations and acts diagonally on $\zeta(\mathrm{p}) \times \mu(\mathrm{p})^{\mathrm{p}}$, then $\psi_{i j}$ and $\emptyset$ are $\pi$-equivariant. Thus the upper left triangle is $\pi$-equivariantly homotopy commutative since $\mathcal{H}(\mathrm{p})$ is $\pi$-free and $\zeta(\mathrm{p}) \times \mathscr{H}(\mathrm{p})^{\mathrm{p}}$ is contractible. The bottom part of the diagram commutes since $\xi_{p}$ is $\Sigma_{p}$-equivariant and since, for $g \in \mathscr{H}(p)$ and $\left(x_{1}, x_{2}\right) \in X^{2}$,

$$
\xi\left(S_{i j}\right)(1 \times \Delta)\left(g, x_{1}, x_{2}\right)=\left(\lambda_{i j}(g), \underset{I \in S_{i j}}{ } \xi_{p}\left(g, x_{i_{1}}, \ldots, x_{i}\right)\right)
$$

while $\quad\left(g, x_{1}, x_{2}\right) \rightarrow\left(\lambda_{i j}(g), \alpha_{i j}\left(\underset{k=1}{\underset{X}{p}} \xi_{p}\left(g \sigma^{k} T_{j}, x_{1}^{p-i}, x_{2}^{i}\right)\right) \quad\right.$ under the composite through the center of the diagram. If $\mathrm{j}: \mathrm{W} \rightarrow \mathrm{C}_{*} \mathcal{H}(\mathrm{p})$ and $j^{\prime}: W \rightarrow C_{*} \mathscr{F}(\mathrm{p})$ are any two morphisms of $\pi$-complexes over $Z_{p}$ (as used in the proof of Theorem 1.1.1), then ( $\mathrm{C}_{*} \lambda_{\mathrm{ij}}$ ) 0 j is $\pi$-homotopic to $j^{\prime}$ by elementary homological algebra. Thus, when we pass to $\pi$-equivariant homology, we may ignore $\lambda_{i j}$ : By the diagram and by [A, Proposition 9.1], which evaluates $(1 \times \Delta)_{*}: H_{*}\left(\pi ; H_{*} X\right) \rightarrow H_{*}\left(\pi ; H_{*} X^{p}\right)$ for any space $X$, we conclude (by induction on the degree of $x \otimes y$ ) that

$$
\tilde{\xi}\left(S_{i j}\right)_{*}\left(e_{r} \otimes(x \otimes y)^{p}\right)=e_{r} \otimes \sum \sum\left(x^{(1)} \ldots x^{(p-i)_{y}(1)} \ldots y^{(i)}\right)^{p}
$$

By [A, Lemma 1.3], $H_{*}\left(\pi ; H_{\psi}\left(X^{2}\right)^{P}\right)$ is generated.as a $Z_{p}-$ space by classes of the forms $e_{r} \otimes(x \otimes y)^{p}$ and $e_{0} \otimes x_{1} \otimes y_{1} \otimes \ldots \otimes x_{p} \otimes y_{p}$ The latter classes are clearly irrelevant to our formulas. The proof of our claim, and of the theorem, are now complete.

In $H_{乛_{7}} \widetilde{F}$, the computation of the operations $\widetilde{\Omega}^{\mathbf{s}}$ therefore reduces to their computation on generators under the loop product and thus, by the ordinary Cartan formula, to their computation on generators under both products. We have the following lemma (as always, for any $\mathrm{E}_{\infty}$ ring space $X$ ).

Lemma 2.6. (i) $\tilde{Q}^{s}[0]=0$ and $\tilde{Q}^{s}[1]=0$ for all $p$ and all s>0.
(ii) If $\pi_{0} X$ is a ring and $p>2$, then $\widetilde{\Omega}^{s}[-1]=0$ for all $s>0$.
(iii) If $\pi_{0} X$ is a ring and $p=2$, then $\tilde{Q}^{s}[-1]=Q^{s}[1] *[-1], s \geq 0$.

Proof. $\widetilde{Q}^{s}[1]=0$ for $s>0$ by Theorem I.l.1(5) and $\widetilde{Q}^{s}[0]=0$ for $s>0$ since $\xi_{p}\left(g,(0)^{p}\right)=0$ for all $g \in \mathcal{H}(p)$. Now assume that
$\pi_{0} X$ is a ring. Let $p>2$ and assume that $\tilde{Q}^{k}[-1]=0$ for $0<k<s$ (a vacuous assumption if $s=1$ ). Then, by the Cartan formula and the fact that $\widetilde{Q}^{0}[-1]=[-1]^{\mathrm{P}}=[-1]$, we have

$$
0=\widetilde{\Omega}^{S}[1]=\widetilde{\Omega}^{s}([-1] \cdot[-1])=\left(\widetilde{\Omega}^{s}[-1]\right)[-1]+[-1]\left(\widetilde{Q}^{s}[-1]\right)=2[-1] \widetilde{\Omega}^{s}[-1]
$$

$\tilde{Q}^{s}[-1]=0$ follows. Finally, let $p=2$, observe that $\mathcal{Q}^{0}[-1]=[1]$, and assume that $\tilde{Q}^{k}[-1]=Q^{k}[1] *[-1]$ for $0 \leq k<s$. Then, by the mixed Cartan formula, by $Q^{j}[-1]=\chi Q^{j}[1]$, and by the defining formula for $X$, we have

$$
\begin{aligned}
0 & =\tilde{Q}^{S}[0]=\tilde{Q}^{s}([-1] *[1])=\sum_{i=0}^{s} \tilde{Q}^{i}[-1] * Q^{s-i}[-1] *[1] \\
& =\widetilde{Q}^{s}[-1] *[-1]+\sum_{i=0}^{s-1} Q^{i}[1] * \chi Q^{s-i}[1]=\tilde{Q}^{s}[-1] *[-1]+Q^{s}[1] *[-2]
\end{aligned}
$$

## $\tilde{Q}^{\mathbf{S}}[-1]=Q^{\mathbf{S}}[1] *[-1]$ follows.

The following implication of Theorem 2.5 is due to Madsen [15].
Lemma 2.7. If $\pi_{0} X$ is a ring and $p=2$, then, for $s>0$,

$$
\tilde{Q}^{2 s+1}\left(Q^{s} Q^{s}[1] *[-3]\right)=0
$$

Proof. $Q^{2 s+1} Q^{s}=0$ and $\tilde{Q}^{2 s+1} \tilde{Q}^{s}=0$ by the Adem relations, and $\tilde{Q}^{\mathrm{S}} Q^{\mathrm{S}}[1]=Q^{\mathrm{S}} Q^{\mathrm{s}}[1]$ by Lemma 1.9. An easy calculation from the mixed Cartan formula and the lemma above shows that $\widetilde{Q}^{1}[-3]=0$. Each summand of $\tilde{Q}^{2 s+1}\left(Q^{s} Q^{s}[1] *[-3]\right)$, as evaluated by the mixed Cartan formula, has a * factor of one of the forms $\tilde{Q^{2} i+1} \tilde{Q}^{i} Q^{i}[1]$, $Q^{2 i+1} Q^{i} Q^{i}[-3]$, or $\tilde{Q}^{1}[-3]$ (or else is zero by (3) of Theorem I.1.1 The result follows.

Finally, we record the following consequence of Theorem 2.5 for use in [R, VIII §4], where it plays a key role in the proof that SF
splits as an infinite loop space when localized at any odd prime .
Lemma 2.8. For any $r>0$ and $s>0, \widetilde{Q}^{s}[r]$ lies in the subalgebra of $H_{*} X$ generated under $*$ by [1] and the $Q^{t}[1]$ and, modulo elements decomposable as linear combinations of $*$-products of positive degree elements,

$$
\widetilde{Q}^{s}[r] \equiv \frac{1}{p}\left(r^{p}-r\right) Q^{s}[1] *\left[r^{p}-p\right] .
$$

Proof. The result holds trivially when $x=1$ and we proceed by induction on $r$. The first part is evident and, inductively, Theorem 2.5 gives that

$$
\begin{aligned}
\tilde{\Omega}^{s}([r-1] *[1]) \equiv & \frac{1}{p}\left((r-1)^{p}-(r-1)\right) Q^{s}[1] *\left[r^{p}-p\right] \\
& +\sum_{i=1}^{p-1}\left[\frac{1}{p}(i, p-i)\right] Q^{s}\left[(r-1)^{p-i}\right] *\left[r^{p}-(r-1)^{p-i}(i, p-i)\right]
\end{aligned}
$$

By Proposition 1.5(iii), the second term is congruent to

$$
\left(\sum_{i=1}^{p-1} \frac{1}{p}(i, p-i)(r-1)^{p-i}\right) Q^{s}[1] *\left[r^{p}-p\right]
$$

Since $r^{P}=\sum_{i=0}^{p}(i, p-i)(r-1)^{p-i}$, the coefficient here is equal to $\frac{1}{p}\left(r^{p}-(r-1)^{p}-1\right)$ and the conclusion follows.
§3. The mixed Adem relations

We shall first obtain precise (but incredibly complicated) formulas which implicitly determine $\tilde{\Omega}^{r} \beta^{\varepsilon} Q^{s} \mathrm{x}$ by induction on the degree of x , $x \in H_{*} X$. We shall then derive simpler expressions in the case $X=[1]$. Modulo corrections arrived at in correspondence between us, the latter formulas are due to Tsuchiya [38].

The proofs will again be based on Proposition 2.2, and the following lemma will aid in the homological evaluation of certain of the maps $\tilde{\xi}$ (S).

Lemma 3.1. The following diagram is commutative for any subset
$S$ of $S(j ; k)$ :


Proof. For $\mathrm{x} \in \mathrm{X}$, each coordinate of $\delta(S)\left(\mathrm{x}^{j k}\right)$ is just $\mathrm{x}^{k}$. The result follows trivially by inspection of Definition 2.1.

Let $G$ be a subgroup of $\Sigma_{k} \times \Sigma_{j} C \Sigma_{k} \int \Sigma_{j}$ such that $S$ is fixed under the action of $G$. The lemma reduces the evaluation of $\tilde{\xi}(S)_{*}$ on classes coming from the G-equivariant homology of $\mathscr{H}(\mathrm{k}) \times \zeta(\mathrm{j}) \times \mathrm{X}$ to the analysis of the map $[\lambda(S)(1 \times \Delta)]_{*}$ from the G-equivariant homology of $\xi(\mathrm{k}) \times \zeta(\mathrm{j})$ to the $\Sigma_{\mathrm{n}(\mathrm{S})}$-equivariant homology of $\zeta(\mathrm{n}(\mathrm{S}))$, and this map clearly depends only on the homomorp hism $L(S): G \rightarrow \Sigma_{n(S)}$ determined by
the action of $G$ on $S$.
In order to simplify the statement of the mixed Adem relations, we introduce some notations.

Definition 3.2. Define $\tilde{\mathcal{L}}^{r} x=\Sigma \tilde{Q}^{r+k} P_{*}^{k}$ for $x \in H_{*} X$ and $r \geq 0$. Observe that evaluation of the $\tilde{\mathscr{L}}^{r} \mathrm{x}$ is in principle equivalent to the evaluation of the $\tilde{Q}^{x} x$ in view of the equations

$$
\widetilde{Q}^{r} x=\sum_{n \geq 0} \sum_{j \geq 0} \tilde{Q}^{r+n} P_{*}^{j}\left(x P^{n-j}\right)_{*}(x)=\sum_{k \geq 0} \tilde{2}^{r+k}\left(x P^{k}\right)_{*}(x)
$$

where $\chi$ is the conjugation in the Steenrod algebra. Observe too that, by Proposition 1.6, the analogous operation $2^{r} x=\sum Q^{r+k_{P}}{ }_{*}^{k}$ coincides with the $\#$ product $Q^{r}[1] x$.

Theorem 3.3 (The mixed Adem relations). Let $x \in H_{*} X$ and fix $r \geq 0, \varepsilon=0$ or 1 , and $s \geq \epsilon$. Then $\widetilde{Q}^{r} \beta^{\varepsilon} Q^{s} x$ is implicitly determined by the following formulas ( $\mathrm{p}>2$ in (i)-(v)).
 where $\psi x=\sum x^{\prime} \times x^{\prime \prime} \times x^{\prime \prime \prime}, y=\varepsilon_{1} \operatorname{deg} x^{\prime}+\varepsilon_{2}\left(\operatorname{deg} x^{\prime}+\operatorname{deg} x^{\prime \prime}\right)$, and the ( $\mathrm{r}_{\mathrm{m}}, \varepsilon_{\mathrm{m}}, \mathrm{s}_{\mathrm{m}}$ ), $0 \leq \mathrm{m} \leq 2$, range over those triples with $\mathrm{r}_{\mathrm{m}} \geq 0$,
$\varepsilon_{m}=0$ or 1 , and $s_{m} \geq \varepsilon_{m}$ whose termwise sum is $(r, \varepsilon, s)$.
(Here each operation $\widetilde{\mathrm{Q}}_{\mathrm{m}} \mathrm{r}, \varepsilon, \mathrm{s}$ has degree $2(\mathrm{r}+\mathrm{s})(\mathrm{p}-1)+\varepsilon$.)
Define $\tilde{2}_{m}^{r, \varepsilon, s} x=\sum_{k \geq 0} \tilde{Q}_{m}^{r, \varepsilon, s+k_{P}}{\underset{*}{x}}^{x}$ for $0 \leq m \leq 2$.
(ii) $\tilde{2}_{1}^{r, \varepsilon, s}{ }_{x}=\sum \sum(-1)^{\delta} \tilde{Q}_{1,1}^{r}, \varepsilon_{1}, s_{1}{ }_{x}^{(1)} * \ldots * \tilde{Q}_{1, p-1}^{r}{ }_{p-1}, \varepsilon_{p-1}, s_{p-1}{ }_{x}^{(p-1)}$, where $\psi x=\sum x^{(1)} \otimes \ldots \otimes x^{(p-1)}, \delta=\sum_{i<j} E_{j} \operatorname{deg} x^{(i)}$, and the
$: \quad\left(I_{n}, \varepsilon_{n}, s_{n}\right), 1 \leq n \leq p-1$, range over those triples with $r_{n} \geq 0$,
$\varepsilon_{\mathrm{n}}=0$ or $1, s_{\mathrm{n}} \geq \varepsilon_{\mathrm{n}}$, and $\mathrm{r}_{\mathrm{n}}+\mathrm{s}_{\mathrm{n}} \equiv 0 \bmod (\mathrm{p}-1)$ whose termwise sum is $(r(p-1), \varepsilon, s(p-1))$ (Here each operation $\underset{Q_{1, n}}{r, \varepsilon, s}$ has degree $2(x+s)+\varepsilon$.

Define $\tilde{2}_{1, n}^{r, \varepsilon, s} x=\sum_{k \geq 0} Q_{1, n}^{r, \varepsilon, s+k(p-1)} P_{*}^{k} x$ for $1 \leq n \leq p-1$.
(iii) $\tilde{\mathcal{L}}_{0}^{r, 0, s} x=Q^{s}[1] \cdot \tilde{\mathcal{L}}^{r} \quad$ and
$\tilde{\mathcal{Z}}_{0}^{x, 1, s} x=\tilde{2}_{0}^{r, 0, s} \beta x+\beta Q^{s}[1] \cdot \tilde{\mathcal{L}}^{r} x$
(iv) $\quad \tilde{\partial}_{1, n}^{r, 0, s} x=\sum_{i \geq 0} n^{r}(x-i(p-1), s) Q^{t-i}[1] \cdot \tilde{\nu}^{i} x$ and
$\tilde{\mathcal{L}}_{1, n}^{r, 1, s} x=\widetilde{2}_{1, n}^{r, 0, s} \beta x+\sum_{i \geq 0} n^{r}(r-i(p-1), s-1) \beta Q^{t-i}[1] \cdot \tilde{\mathcal{L}}^{i} x$,
where $r+s=t(p-1)$.
(v)
$\tilde{\mathcal{L}}_{2}^{r, 0, s} x=\sum_{i \geq 0} Q^{r-i}[1] \cdot Q^{s}[1] \cdot \tilde{2}^{i} x$ and
$\tilde{2}_{2}^{r, 1, s} x=\tilde{2}_{2}^{r, 0, s} \beta x+\sum_{i \geq 0} Q^{r-i}[1] \cdot \beta Q^{s}[1] \cdot \tilde{2}^{i} x$.
(vi) If $P=2, \tilde{\partial}^{r} Q^{s} x=\sum_{\left(r_{0}, s_{0}\right)+\left(r_{1}, s_{1}\right)=(r, s)} \sum_{r_{0}, s_{0}}^{Q_{0}}{ }_{x^{\prime} * \widetilde{Q}_{1} r_{1}, s_{1}} x^{\prime \prime}$ where, if $\tilde{2}_{m}^{r, s} x=\sum_{k \geq 0} \widetilde{Q}_{m}^{r, s+k} P_{*}^{k} x$ for $m=0$ or 1 , then $\tilde{\mathcal{L}}_{0}^{r, s} x=Q^{s}[1] \cdot \tilde{\mathcal{L}}^{r} x$ and $\tilde{\mathcal{L}}_{1}^{r, s} x=\sum_{i \geq 0}(r-i, s) Q^{r+s-i}[1] \cdot \tilde{\mathcal{L}}^{i} x$

Proof. Since $\left[p^{p-2}-1\right]=[0]$ if $p=2$, (vi) can be viewed as the special case $p=2$ and $\varepsilon=0$ of (i) through (iv). We shall use the distributivity diagram and Proposition 2. 2, with $k=j_{r}=\mathbf{j}=p$, and we must analyze the set $S(p ; p)$ of sequences $I=\left\{i_{1}, \ldots, i_{p}\right\}, 1 \leq i_{r} \leq p$. Let $U$ de-
note the set of all sequences $J=\left\{j_{1}, \ldots, j_{p}\right\}$ such that $0 \leq j_{k} \leq p$ and $j_{1}+\ldots+j_{p}=p$. For $I \in S(p ; p)$, define $J(I) \in U$ by letting the $k^{\text {th }}$ entry of $J(I), \quad 1 \leq k \leq p$, be the number of entries of $I$ whose value is $k$ (that is, the number of $r$ such that $i_{r}=k$ ). Let $\pi$ and $v$ be cyclic groups of order P with generators $\sigma$ and $\tau$. Embed $\nu$ as the diagonal in $\nu$ and embed $\pi$ and $v$ in (copies of) $\Sigma_{p}$ in the standard way as cyclic permutations. These embeddings fix inclusions

$$
\pi x \nu \subset \Sigma_{p} x \nu \subset \Sigma_{p} \int \nu \subset \Sigma_{p} \int \Sigma_{p}
$$

of subgroups of $\Sigma_{p}$ p, where $\Sigma_{p} p_{p}$ acts as permutations of $S(p ; p)$. Thus $\sigma$ acts on sequences $I \in S(p ; p)$ by cyclic permutation of the entries and $\tau$ acts diagonally, adding one to each entry. Let $T$ act on sequences $J \in U$ by cyclic permutation of the entries and observe that $J(\tau I)=\tau J(I)$. Let $T$ be a subset of $U$ obtained by choosing one sequence in each orbit under the action of $\nu$; we insist that $T$ contain the particular sequences

$$
J_{0}=\{p, 0, \ldots, 0\} \text { and } J_{1}=\{1, \ldots, 1\}
$$

For $J \in T$, define $S_{J}=\left\{I \mid J(I)=T^{k} J\right.$ for some $\left.k, 0 \leq k<p\right\}$. Since permutations of the entries of $I$ do not change $J(I)$, each $S_{J}$ is closed under the action of $\Sigma_{p} x \nu$. Obviously $S(p ; p)$ is the disjoint union of the $S_{J}$. For $J=\left\{j_{1}, \ldots, j_{p}\right\} \in T$, define $I(J) \in S_{J}$ by
$I(J)=\{1, \ldots, 1,2, \ldots, 2, \ldots, p, \ldots, p\}$, where $k$ appears $j_{k}$ times.
We next break the $S_{J}$ into smaller subsets which are still closed under the action of $\pi x \nu$. First, consider the possibility $\sigma I=\tau^{n} I$ for

$$
\begin{aligned}
& I=\left\{i_{1}, \ldots, i_{p}\right\} \in S(p ; p) \text { and some } n \text {. Then } \\
& \ddots \quad\left\{i_{p}, i_{1}, \ldots, i_{p-1}\right\}=\left\{i_{1}+n, \ldots, i_{p}+n\right\}, \text { hence } i_{r}+n=i_{r-1}
\end{aligned}
$$

Here $n=0$ if and only if $J(I) \in v \cdot J_{0}$; we agree to write $S_{0}=S_{J_{0}}$. Thus

$$
S_{0}=\left\{\tau^{k} I\left(J_{0}\right) \mid 1 \leq k \leq p\right\}
$$

If $1 \leq n \leq p-1$, then all entries of $I$ are distinct and $J(I)=J_{1}$. Define $\gamma_{n} \in \Sigma_{p}$ by $\gamma_{n}^{-1}(i)=(p+1-i) n$. Then $\gamma_{n} I\left(J_{1}\right)=\{p n,(p-1) n, \ldots, n\}$. Define

$$
S_{1, n}=\left\{T^{k} \gamma_{n} I\left(J_{1}\right) \mid 1 \leq k \leq p\right\} \quad, \quad 1 \leq n \leq p-1
$$

and note that

$$
S_{1}=\bigcup_{n=1}^{p-1} S_{1, n}=\left\{I \mid J(I)=J_{1} \text { and } \pi I=v I\right\}
$$

Each $S_{1, \eta}$, hence also $S_{1}$, is closed under the action of $\pi \times \nu$ since $\sigma Y_{n} I\left(J_{1}\right)=\tau^{n} \gamma_{n} I\left(J_{1}\right)$. Clearly the complement $S_{1}^{\prime}$ of $S_{1}$ in $S_{J_{1}}$ is also closed under the action of $\pi \times v$. Define

$$
S_{2}=S_{1}^{\prime} \cup\left(\bigcup_{J \in T, J \neq J_{0}, J \neq J_{1}} S_{J}\right)=S(p ; p)-\left(S_{0} \cup S_{1}\right)
$$

Note that $\pi \times \nu$ acts freely on $S_{2}$. Choose a subset $\left\{\ell_{q}\left(J_{1}\right)\right\}$ of $\Sigma_{p}$ such that $\left\{\emptyset_{q}\left(J_{1}\right) \cdot I\left(J_{1}\right)\right\}$ is a $\pi \times v$-basis for $S_{1}^{\prime}$ (the $\phi_{q}\left(J_{1}\right)$ may be chosen from among a set of left coset representatives for $\pi$ in $\Sigma_{p}$ ). Similarly, for $J \in T, J \neq J_{0}$ and $J \neq J_{1}$, let $\left\{\oint_{q}(J)\right\}$ be a set of double coset representatives for $\pi$ and $\Sigma_{j_{1}} \times \ldots \times \Sigma_{j_{p}}$ in $\Sigma_{p}$; thus $\Sigma_{p}=\bigcup_{q} \pi \emptyset_{q}(J)\left(\dot{\Sigma}_{j_{1}} \times \ldots \times \Sigma_{j_{p}}\right)$. Note that, for any $\emptyset \in \Sigma_{p}$, the group $\phi^{-1} \pi \emptyset \cap\left(\Sigma_{j_{1}} \times \ldots \times \Sigma_{j_{p}}\right.$ ) is trivial (since $j_{k}<p$ for all $k$ ) and there are $p=\left[\phi^{-1} \pi \phi:\{e\}\right]$ complete right cosets of $\Sigma_{j_{1}} \times \ldots \times \Sigma_{j_{p}}$ in the double coset $\pi \phi\left(\Sigma_{j_{1}} \times \ldots \times \Sigma_{j_{p}}\right)$; thus precisely $\quad \frac{1}{p}\left(j_{1}, \ldots, j_{p}\right)$ double cosets are required, where $\left(j_{1}, \ldots, j_{p}\right)$ denotes the multinomial coefficient. Observe that $\Sigma_{j_{1}} \times \ldots \times \Sigma_{j_{p}}$ acts trivially on each $T^{k} I(J)$ and define

$$
S_{J, q}=\left\{\sigma^{j}{ }_{T}^{k} \phi_{q}(J) \cdot I(J) \mid 1 \leq j \leq p, 1 \leq k \leq p\right\}
$$

( $J=J_{1}$ is allowed here). Clearly $S_{J}$ (or $S_{1}^{\prime}$ if $J=J_{1}$ ) is the disjoint union of the sets $S_{J, q}$, and each $S_{J, q}$ is closed under the action of $\pi x v$. By Proposition 2.2, we now have the following three $\pi x v$-equivariantly homotopy commutative diagrams:





(Here $n\left(S_{2}\right)=p^{p}-p^{2}$ since $n\left(S_{0}\right)=p$ and $n\left(S_{1}\right)=p(p-1) ;$ compare
$\left.p^{p}=\sum_{J \in U}\left(j_{1}, \ldots, j_{p}\right).\right) \quad$ In each case, the left-hand square is required in
order to obtain explicit formulas since we only have $\pi x v$-equivariance in the
right- hand square. The left-hand vertical maps $\Delta_{*}$ on $\pi x v$-equivariant homology are easily computed by use of Lemma 2.4. The map $(1 \times \Delta)_{*}$ is explicitly computed in [A, Proposition 9.1]. For $\mathrm{x} \in \mathrm{H}_{\mathrm{q}} \mathrm{X}$, define classes

$$
\begin{gathered}
f_{r, \varepsilon, s}(x)=(-1)^{r+s} v(q) e_{2 r(p-1)} \otimes e_{(2 s-q)(p-1)-\varepsilon} \otimes x^{p} \\
{\left[f_{r, s}(x)=e_{r} \otimes e_{s-q} \otimes x^{2} \text { if } p=2\right]}
\end{gathered}
$$

and $\quad g_{r, \varepsilon, s}(x)=(-1)^{t} \nu(q) e_{2 r} \otimes e_{2 s-q(p-1)-\varepsilon} \otimes x^{p} \quad$ if $\quad r+s=t(p-1)$
in $\mathrm{H}_{*}\left(\pi ; \mathrm{H}_{*}\left(\nu ;\left(\mathrm{H}_{*} \mathrm{X}\right)^{\mathrm{P}}\right)\right)$. Then define

$$
\begin{aligned}
& \tilde{Q}_{0}^{r, \varepsilon, s}(x)=\tilde{\xi}\left(S_{0}\right)_{*}(1 \times \Delta)_{*} f_{r, \varepsilon, s}(x) \quad\left[\ddot{Q}_{0}^{r, s}(x)=\tilde{\xi}\left(S_{0}\right)_{*}(1 \times \Delta)_{*} f_{r, s}(x)\right], \\
& \widetilde{Q}_{1}^{r, \varepsilon, s}(x)=\tilde{\xi}\left(S_{1}\right)_{*}(1 \times \Delta)_{*}^{f} r, \varepsilon, s(x) \quad\left[\ddot{Q}_{1}^{r, s}(x)=\tilde{\xi}\left(S_{1}\right)_{*}(1 \times \Delta)_{*}^{f} r, s(x)\right], \\
& \widehat{Q}_{1, n}^{r, \varepsilon}(x)=\tilde{\xi}\left(S_{1, n}\right)_{*}(1 \times \Delta)_{*} g_{r, \varepsilon, s}(x), \quad \text { and } \\
& \tilde{Q}_{2}^{r, \varepsilon, s}(x)=\tilde{\xi}\left(S_{J, q}\right)_{*}(1 \times \Delta)_{*_{r, \varepsilon, s}^{f}}(x) .
\end{aligned}
$$

We claim that, for $p>2$ and $y=e_{2 i} \otimes e_{j} \otimes x^{p}, \widetilde{\xi}\left(S_{0}\right)_{*}(1 \times \Delta)_{*}(y)=0 \quad$ and $\widetilde{\xi}\left(S_{J, q^{\prime}}\right)_{*}(1 \times \Delta)_{*}(y)=0$ unless $y$ is a multiple of some $f_{r, \varepsilon, s}(x)$ and $\tilde{\xi}\left(S_{1, n}\right)_{*}(y)=0$ unless $y$ is a multiple of some $g_{r, \varepsilon, s}(x)$. We also claim that the $\tilde{Q}_{2}^{r, \varepsilon, s}(x)$ are indeed well-defined, in the sense that the same operations are obtained as $J$ and $q$ vary, and that formulas (iii), (iv), and (v) hold. Formulas (i) and (ii) will follow by use of Lemma 2.3 and chases of the three diagrams above. Thus it remains to evaluate the maps $\tilde{\xi}\left(S_{0}\right)_{*}$,
 shall ignore those classes of $H_{*}\left(M(p) \times_{\pi}\left(\zeta(p) \times_{\nu} X^{p}\right)^{p}\right)$ which are not in the image of $H_{*}\left(1 /(\mathrm{p}) \times_{\pi}\left(\zeta(\mathrm{p}) \times_{\nu} \mathrm{X}\right)\right)$ under $(1 \times \Delta)_{*}(1 \times 1 \times \Delta)_{*}$ since these classes are clearly irrelevant to our formulas. First, consider $\mathrm{S}_{0}$; since
$\sigma$ acts trivially on $I\left(J_{0}\right)=\{1, \ldots, 1\}$, the homomorphism $\left\llcorner\left(S_{0}\right): \pi x \nu \rightarrow \Sigma_{p}\right.$ determined by the action of $\pi x \nu$ on $S_{0}$ is just the composite of the projection $\pi \times \nu \rightarrow \nu$ and the inclusion of $\nu$ in $\Sigma_{p}$. Therefore $\lambda\left(\mathrm{S}_{0}\right)(1 \times \Delta): \&(\mathrm{p}) \times \zeta(\mathrm{p}) \rightarrow \zeta(\mathrm{p})$ is $\pi \times v$-equivariantly homotopic to the projection on the second factor. By Lemma 3.1, we conclude that the following diagram is $\pi x \nu$-equivariantly homotopy commutative


Formula (iii) follows by a chase of the resulting diagram on $\pi x \nu$-equivariant homology, starting with the element $e_{2 r(p-1)} \otimes e_{2 s(p-1)-E} \otimes x$ (or $e_{r} \otimes e_{s} \otimes x$ if $p=2$ ) and applying [A, Proposition 9.1] to evaluate maps $(1 \times \Delta)_{*^{*}}$. When $p>2$, the vanishing of $\xi\left(S_{0}\right)_{*}(1 \times \Delta)_{*}$ on classes $e_{2 i} \otimes e_{j} \otimes x^{p}$ which are not multiples of some $f_{r, \varepsilon, s}(x)$ follows from the $\Sigma_{p} \times \Sigma_{p}$-equivariance of all maps other than $\tilde{\xi}\left(S_{0}\right)$ in the diagram. Next, consider $S_{1, n}, 1 \leq n \leq p-1 ; ~ ᄂ\left(S_{1, n}\right): \pi \times v \rightarrow \Sigma_{p}$ is the composite

$$
\pi \times v \xrightarrow{X_{n} \times 1} v \times v \xrightarrow{\emptyset} v \subset \Sigma_{p}
$$

where $\chi_{n}\left(\sigma^{i}\right)=\tau^{n i}$ and $\emptyset$ is the multiplication of $\nu$. Therefore $\lambda\left(S_{1, n}\right)(1 \times \Delta): \mathscr{}(p) \times \zeta(p)-\zeta(p)$ is $\pi \times v$-equivariantly homotopic to the composite

$$
H(\mathrm{p}) \times \zeta(\mathrm{p}) \xrightarrow{\hat{x}_{\mathrm{n}} \times 1} \zeta \dot{\longrightarrow}(\mathrm{p}) \times \zeta(\mathrm{p}) \xrightarrow{\hat{\phi}} \zeta(\mathrm{p}),
$$

where $\hat{x}_{n}$ and $\hat{\phi}$ are any $x_{n}$ and $\phi$ equivariant maps. By Lemma 3.1,
we conclude that the following diagram is $\pi \times v-e q u i v a r i a n t l y$ homotopy commutative:
$\mu(\mathrm{p}) \times \zeta(\mathrm{p}) \times \mathrm{X} \xrightarrow{1 \times 1 \times \Delta} \psi_{j}(\mathrm{p}) \times \zeta(\mathrm{p}) \times \mathrm{X}^{\mathrm{p}} \xrightarrow{1 \times \Delta} \mu(\mathrm{p}) \times\left(\zeta(\mathrm{p}) \times \mathrm{X}^{\mathrm{p}}\right)^{\mathrm{p}} \xrightarrow{\tilde{\xi}\left(\mathrm{S}_{1, \mathrm{n}}\right)} \mathrm{X}$


Formula (iv) and our vanishing claim when $p>2$ follow by chases of the resulting diagram on $\pi \times v$-equivariant homology. When $p>2$, the key facts are that $\hat{X}_{n *}\left(e_{2 i-\varepsilon}\right)=n^{i} e_{2 i-\varepsilon}$ for $1 \leq n \leq p-1$ (and all $i \geq 0, \varepsilon=0$ or 1 ) by the proof of [A, Lemma 1.4], and that

$$
\hat{\phi}_{*}\left(e_{2 i} \otimes e_{2 j-\varepsilon}\right)=(i, j-\varepsilon) e_{2 i+2 j-\varepsilon}
$$

since $H_{*} \nu$ is the tensor product $F\left(e_{2}\right) \otimes E\left(e_{1}\right)$, with $e_{2 i}=\gamma_{i}\left(e_{2}\right)$ and $e_{2 i+1}=e_{2 i} e_{1} ;$ when $p=2, \quad X_{1 *}=1$ and $\hat{\phi}_{*}\left(e_{i} \otimes e_{j}\right)=(i, j) e_{i+j}$ : Finally, consider any $\mathrm{S}_{\mathrm{J}, \mathrm{q}} ; \mathrm{L}^{\left(\mathrm{S}_{\mathrm{J}, \mathrm{q}}\right): \pi \times v \rightarrow \Sigma_{\mathrm{p}} 2 \text { is determined by the action of }}$ $\pi \times v$ on $S_{J, q} \subset S(p ; p)$. If we could identify $S_{J, q}$ with $\{(j, k)\}$ via $\sigma_{T}^{j}{ }^{k} \emptyset_{q}(J) I(J) \rightarrow(j, k)$, then $\imath\left(S_{J, q}\right)$ would coincide with the standard composite inclusion

$$
\pi \times v \subset \pi \int v^{p} \subset \Sigma_{p^{2}}
$$

(see [A, p. 172-173]). Actually, the given ordering of $S_{J, q}$ as a subset of $S(p ; p)$ may differ from the lexicographic ordering of $\{(j, k)\}$, hence $\mathrm{L}\left(\mathrm{S}_{\mathrm{J}, \mathrm{q}}\right)$ may differ from the specified composite by an inner automorphism, given by
$\alpha_{J, q}$ say, of $\Sigma_{p^{2}}$. It follows that $\lambda\left(S_{J, q}\right)(i \times \Delta): H(p) \times \zeta(p) \rightarrow \zeta\left(p^{2}\right)$ is
$\pi \times v$-equivariantly homotopic to the composite
$\mu(\mathrm{p}) \times \zeta(\mathrm{p}) \xrightarrow{\hat{\chi} \times 1} \zeta(\mathrm{p}) \times \zeta(\mathrm{p}) \xrightarrow{1 \times \Delta} \zeta(\mathrm{p}) \times \zeta(\mathrm{p})^{\mathrm{p}} \xrightarrow{\gamma} \zeta\left(\mathrm{p}^{2}\right) \xrightarrow{\hat{\alpha}_{J, q}} \zeta\left(\mathrm{p}^{2}\right)$
where $\gamma$ is the operad structure map, $\chi=X_{1}: \pi \rightarrow \nu$ is the isomorphism $\chi \sigma^{i}=\tau^{i}, \hat{X}$ is any $\chi$-equivariant map, and $\hat{\alpha}_{J, q}$ is right action by $\alpha_{J, q}$. By Lemmá 3.1, we conclude that the following diagram is $\pi \times \nu$-equivariantly commutative:
$\nexists j(p) \times \zeta(p) \times x \xrightarrow{1 \times 1 \times \Delta} \mu(p) \times \zeta(p) \times x^{p} \xrightarrow{1 \times \Delta} \mu(p) \times\left(\zeta(p) \times X^{p}\right)^{p} \xrightarrow{\tilde{\xi}\left(S_{J, q}\right)} X$ $(1 \times t \times 1)(\Delta \times 1 \times 1)$
${ }^{\theta} \mathrm{p}^{2}$
$H(\mathrm{p}) \times \zeta(\mathrm{p}) \times \mu(\mathrm{p}) \times \mathrm{x}$

$$
\zeta\left(p^{2}\right) \times x p^{2}
$$

$1 \times 1 \times 1 \times \Delta$
$1 \times \Delta$


Here, on the bottom right, we may pass to $\bar{\zeta}^{2}\left(p^{2}\right) \times_{\Sigma_{2}} X$, where $\alpha_{J, q} \times 1$ is the identity, since $\theta_{\mathrm{p}} 2(1 \times \Delta)$ is $\Sigma_{\mathrm{p}} 2^{- \text {equivalent. To evaluate the composite }}$

$$
\theta_{p^{2}}(1 \times \Delta)(\gamma \times 1)(1 \times \Delta \times 1): \zeta(p) \times \zeta(p) \times X \rightarrow X
$$

observe that, by the definition of an action of an operad on a space (see [G, Lemma 1.4]) and by a trivial diagram chase, this composite coincides with the composite
$\zeta^{( }(p) \times \zeta(p) \times X \xrightarrow{1 \times 1 \times \Delta} \zeta(p) \times \zeta(p) \times X^{p} \xrightarrow{1 \times \theta_{p}} \zeta(p) \times X \xrightarrow{1 \times \Delta} \zeta(p) \times X^{p} \xrightarrow{\theta_{p}} X$.

Now formula (v) and our vanishing claim follow by simple diagram chases. The proof of the theorem is complete.

Remark 3.4. In [38,3.14], Tsuchiya stated without proof an explicit, rather than implicit, formula for the evaluation of $\tilde{Q}^{T} Q^{s} x$ when $p=2$. The formula appears to be incorrect, and Tsuchiya's unpublished proof contains an error stemming from a subtle difficulty with indices of summation.

While the full strength of the theorem is necessary (and, with the mixed Cartan formula, sufficient) to determine the $\widetilde{\Omega}^{r}$ on $H_{*} Q\left(X^{+}\right)$for a general $E_{\infty}$ space $X$, our results greatly overdetermine the operations $\widetilde{Q}^{r}$ on $H_{*} Q S^{0}$ : all that was absolutely necessary was a knowledge of $\widetilde{Q}^{r} \beta^{\varepsilon} Q^{s}[1]$. The Nishida relations, Theorem I.1.1(9), can be used to derive simpler expressions for these operations.

Corollary 3.5. Let $\mathrm{p}=2$ and fix $\mathrm{r}>\mathrm{s} \geq 0$. Then

$$
\tilde{Q}^{r} Q^{s}[1]=\sum_{j=0}^{s}(r-s-1, s-j) Q^{j}[1] * Q^{r+s-j}[1] .
$$

Proof. We have $\sum_{k}(k, s-2 k) \tilde{Q}^{r+k} Q^{s-k}[1]=\sum_{j}(r, s-j) Q^{j}[1] * \dot{Q}^{r+s-j}[1]$ since $\widetilde{Q}_{0}^{0, s}[1]=Q^{s}[1], \widetilde{Q}_{0}^{r, s}[1]=0$ if $r>0$, and $\tilde{Q}_{1}^{r, s}[1]=(r, s) Q^{r+s}[1]$. By induction on $s$, it follows that if $r \geq s \geq 0$, then
(1) $\quad \breve{Q}^{r} Q^{s}[1]=\sum_{j=0}^{s} a_{r s j} Q^{j}[1] * Q^{r+s-j}[1]$,
where the constants $a_{r s j}$ satisfy the formulas

$$
\begin{equation*}
\sum_{k=0}^{s-j}(k, s-2 k) a_{r+k, s-k, j}=(r, s-j), \quad 0 \leq j \leq s . \tag{2}
\end{equation*}
$$

Visibly $\tilde{Q}^{r} Q^{0}[1]=[2] * Q^{r}[1]$, hence $a_{r 00}=1$ for $r \geq 0$. By induction on $s$, there is a unique solution of the equations (2) for $r>s$ which starts with
$a_{r 00}=1$. By Adem's summation formula [3, Theorem 25.3],

$$
\sum_{k=0}^{s-j}(k, s-2 k)(r-s-1+2 k, s-j-k)=(r, s-j) \quad \text { for } \quad 0 \leq j \leq s \quad \text { and } r>0
$$

hence $a_{r s j}=(r-s-1, s-j)$ is this solution.

Remark 3.6. By the mixed Cartan formula and Lemma 2.6, we have

$$
\ddot{Q}^{r}\left(Q^{s}[1] *[-1]\right)=\sum \tilde{Q}^{r_{1}} Q^{s_{1}}[1] * Q^{r_{2}} Q^{s_{2}}[-1] * Q^{r_{3}}[1] *[-1]
$$

when $\pi_{0} X$ is a ring. The $\widetilde{Q}^{T} Q^{s}[1]$ are evaluated by the corollary and;
when $r=s$, by Lemma 1.9.
For the case of odd primes, we need a lemma on binomial coefficients.

Lemma 3.7. The following identity holds for all $\mathrm{a} \geq 1$ and $\mathrm{b} \geq 0$ :

$$
\sum_{k \geq 0}(-1)^{k+b}(k, b-p k)(b-k(p-1), a-1-b+p k) \equiv(a(p-1), b) \bmod p
$$

Proof. Calculate in $Z_{p}$. When $a=1$, both sides are one if $b \equiv 0$ (p) and are zero if $b \neq 0(p)$. When $b<p$, the identity reads

$$
(-1)^{b}(b, a-1-b)=(a(p-1), b)
$$

and this is true since if $a \equiv a^{\prime}(p), 1 \leq a^{\prime} \leq p$, then both sides are zero if $1 \leq a^{\prime} \leq b$ and are $(-1)^{b}\left(b, a^{\prime}-1-b\right)=\left(p-a^{\prime}, b\right)$ if $b<a^{\prime} \leq p$. For $a>1$ and $b \geq p$, proceed by induction on $a$. By iterative use of $(i-1, j)+(i, j-1)=(i, j)$, we see that, for $n \geq 0$,

$$
(a(p-1), b)=\sum_{m=0}^{n}(m, n-m)(a(p-1)-m, b-n+m)
$$

Set $n=p$, where $(m, p-m)=0$ for $0<m<p$. By another use of $(i-1, j)+(i, j-1)=(i, j)$ and by the induction hypothesis,

$$
\because \quad(a(p-1), b)=(a(p-1), b-p)+(a(p-1)-p, b)
$$

$=(a(p-1), b-p)-((a-1)(p-1), b-1)+((a-1)(p-1), b)$
$=\sum_{j \geq 0}(-1)^{j+1+b}(j, b-p-p j)(b-p-j(p-1), a-1-b+p+p j)$
$+\sum_{k \geq 0}(-1)^{k+b}(k, b-1-p k)(b-1-k(p-1), a-1-b+p k)$
$+\sum_{k \geq 0}(-1)^{k+b}(k, b-p k)(b-k(p-1), a-2-b+p k)$
$=\sum_{k \geq 0}(-1)^{k+b}(k, b-p k)(b-k(p-1), a-1-b+p k)$.

Here the last equality is obtained by changing the dummy variable in the first sum to $k=j+1$, so that this sum becomes

$$
\sum_{k \geq 1}(-1)^{k+b}(k-1, b-p k)(b-1-k(p-1), a-1-b+p k)
$$

and then adding the first and second sums and adding the result to the third sum.

Corollary 3.8. Let $p>2$ and fix $r \geq 1, \varepsilon=0$ or 1 , and $s \geq \varepsilon$. Then $\widetilde{\mathcal{L}}^{r} \beta^{\varepsilon} Q_{Q}^{s}[1]=\sum(-1)^{k}(k, s(p-1)-p k-\varepsilon) \widetilde{Q}^{r+k_{\beta} \varepsilon_{Q}}{ }^{s-k}[1]$

$$
\begin{aligned}
& =\sum 1^{r_{1}}{ }^{r_{2}} \cdots(p-1)^{r} p-1\left(r_{1}, s_{1}-\varepsilon_{1}\right) \cdots\left(r_{p-1}, s_{p-1}-\varepsilon_{p-1}\right)
\end{aligned}
$$

summed over all triples $\left(0, \varepsilon_{0}, s_{n}\right)$ and $\left(r_{n}, \varepsilon_{n}, s_{n}\right), 1 \leq n \leq p_{r}$ with $r_{n}+s_{n}=t_{n}(p-1)$ for some $t_{n}$ and with termwise sum
$\left(0, \varepsilon_{0}, s_{0}(p-1)\right)+\sum_{n=1}^{p-1}\left(r_{n}, \varepsilon_{n}, s_{n}\right)+\left(r_{p}(p-1), \varepsilon_{p}, s_{p}(p-1)\right)=(r(p-1), \varepsilon, s(p-1))$.
Moreover, modulo linear combinations of elements decomposable as * products between positive degree elements of $\mathrm{H}_{*} \mathrm{X}$,
$\tilde{Q}^{\mathrm{F}} \mathrm{\beta}^{E} \mathrm{Q}^{\mathrm{s}}[1] \equiv-(-1)^{\varepsilon}(\mathrm{s}(\mathrm{p}-1)-\varepsilon, r-s(p-1)+\varepsilon-1) \mathrm{B}^{\varepsilon} \mathrm{Q}^{r+s}[1] *\left[\mathrm{P}^{\mathrm{P}}-\mathrm{p}\right]$
$-Q^{r} \beta^{\varepsilon} Q^{s}[1] *\left[p^{p}-p^{2}\right]$.

Proof. The first statement is a direct consequence of the theorem and the Nishida relations. For the second statement, note that $\left[p^{n}-1\right] x \equiv-x *\left[\left(p^{n}-1\right) i\right]$ modulo $*$-decomposables if $x \in H_{*} X_{i}, n>0$, and deg $x>0$. Therefore inspection of our formulas gives
$\tilde{2}^{r} \beta^{\varepsilon} Q^{s}[1] \equiv-(r(p-1), s(p-1)-\varepsilon) \beta^{\varepsilon} Q^{r+s}[1] *\left[p^{p}-p\right]-Q^{r}[1] \beta^{\varepsilon} Q^{s}[1] *\left[p^{p}-p^{2}\right]$. In view of Proposition 1.6, it follows by induction on $s$ that
(1) $\quad \widetilde{Q}^{T} \beta^{\varepsilon} Q^{s}[1] \equiv-a_{r \varepsilon s} \beta^{\varepsilon} Q^{T+s}[1] *\left[p^{P}-p\right]-Q^{T} \beta^{\varepsilon} Q^{s}[1] *\left[p^{p}-p^{2}\right]$, where the constants $a_{r e s}$ satisfy the formula
(2) $\sum_{k=0}^{s}(-1)^{k}(k, s(p-1)-p k-\varepsilon) a_{r+k, \varepsilon, s-k}=(r(p-1), s(p-1)-\varepsilon)$.

We claim that $a_{r e s}=(-1)^{\varepsilon}(s(p-1)-\varepsilon, r-s(p-1)+\varepsilon-1)$. Visibly

$$
\widetilde{Q}^{r} Q^{0}[1] \equiv-Q^{r}[1] *\left[p^{p}-p\right]-Q^{r} Q^{0}[1] *\left[p^{p}-p^{2}\right],
$$

hence $a_{r 00}=1$. Just as visibly,
$\tilde{Q}^{T} \beta Q^{1}[1] \equiv-(r(p-1), p-2) \beta Q^{r+1}[1] *\left[p^{p}-p\right]-Q^{T} \beta Q^{1}[1] *\left[p^{p}-p^{2}\right]$,
hence $a_{r 11}=(r(p-1), p-2)$. Calculating in $Z_{p}$, we see that

$$
(r(p-1), p-2)=\left\{\begin{aligned}
1 & \text { if } r \equiv 0 \quad(p) \\
-1 & \text { if } r \equiv-1 \quad(p) \\
0 & \text { otherwise }
\end{aligned}\right.
$$

which is in agreement with the claimed value $-(p-2, r-p+1)$. By induction on $s$, there is a unique solution for the $a_{r} \varepsilon s$ which agrees with the known values for $a_{r 00}$ and $a_{r 11}$. By the lemma, with $a=r$ and $b=s(p-1)-\varepsilon$, our claimed values for the $a_{r} \epsilon_{s}$ do give this solution.

Remark 3.9. The mixed Cartan formula and the corollary imply that, when
$\pi_{0} \mathrm{X}$. is a ring,
$\tilde{Q}^{\mathrm{r}}\left(\beta^{\varepsilon} Q^{s}[1] *[1-\mathrm{p}]\right) \equiv-(-1)^{\varepsilon}(\mathrm{s}(\mathrm{p}-1)-\varepsilon, \mathrm{r}-\mathrm{s}(\mathrm{p}-1)+\varepsilon-1) \beta^{\varepsilon} Q^{\mathrm{r}+\mathrm{s}}[1] *[1-\mathrm{p}]$
modulo elements decomposable under the $\underset{*}{ }$ product. The point is that, in the mixed Cartan formula, the term involving

$$
\tilde{Q}_{p-1}^{T}\left(\beta^{\varepsilon} Q^{s}[1] \otimes[1-p]\right)=Q^{T}\left(\beta^{\varepsilon} Q^{s}[1]([1-p])^{p-1}\right)
$$

gives rise to a summand $Q^{T} \beta^{\varepsilon} Q^{s}[1] *\left[1-p^{2}\right]$ which cancels with the negative of the same summand which arises from $\tilde{\Omega}^{T} \beta^{\varepsilon} Q^{s}[1]$. (The terms which involve the $\tilde{Q}_{\mathbb{i}}\left(\beta^{\varepsilon} Q^{s}[1] \otimes[1-p]\right)$ for $1 \leq i<p-1$ are $\neq$ decomposable by Proposition 6.5 (i) below.)
§4. The homology of $C\left(X^{+}\right)$and $Q\left(X^{+}\right)$
Recall that we have assumed given a fixed pair of $E_{\infty}$ operads 6 and $\&$ such that $\mathcal{I}$ acts on $\zeta$. Let $X$ be a $\{$-space, with basepoint 1 , and let $\mathrm{X}^{+}$be the union of X and a disjoint basepoint 0 . Clearly $\mathrm{X}^{+}$is then a $\mathscr{I}_{0}$-space (Definition 1.3) with X as a sub $\%$-space. As pointed out in $[\mathrm{R}, \mathrm{VI} \S 2], \mathrm{C}\left(\mathrm{X}^{+}\right)$is the free $(\zeta, \mathscr{M})$-space generated by the $H_{0}{ }^{-}$ space $X^{+}$. An obvious example is $X=\{1\}$, when $C\left(X^{+}\right)=C S^{0}$ is the disjoint union $\prod_{j \geq 0} K\left(\Sigma_{j}, 1\right)$. This example generalizes to $X=G$, a discrete Abelian group, when $C\left(X^{+}\right)=\frac{1}{j \geq 0} K\left(\Sigma_{j} \int G, 1\right)$ by I. 5.7. Similarly, if $\&$ maps to the linear isometries operad $\bar{\gamma}$ (as can always be arranged [R, IV 1.10]), then $Q\left(X^{+}\right)$is the zero ${ }^{\text {th }}$ space of the free $\%-$ spectrum $Q_{\infty}\left(X^{+}\right)$ [R,IV.1.8]. The example of greatest interest is $Q S^{0}$, but the Kahn-Priddy theorem $[10,11]$ and its analog due to Segal [30]make it clear that $Q\left(\mathrm{RP}^{\infty+}\right)$ and $Q\left(C P^{\infty+}\right)$ are also of considerable interest.

Define an allowable AR-Hopf bialgebra to be an allowable AR-Hopf algebra under two R-algebra structures $\left(*, Q^{s}\right)$ and ( $\#, \widetilde{Q}^{s}$ ) such that the formulas of Proposition 1.5 (i), (iii), (iv), Proposition 1.6, Lemma 2.6(i), and the mixed Cartan formula and mixed Adem relations are satisfied. Such an object with (additive) conjugation $X$ is also required to satisfy Proposition 1. 5(ii) (namely $\chi(x)=[-1] \# x$ ), and the formulas of Lemmas 1.9, 2.6(ii) and (iii), and 2.7 then follow.

Let K be an allowable AR-Hopf algebra with product \#, unit [1], and operations $\tilde{Q}^{s}$. Construct $W E\left(K \oplus Z_{p}[0]\right)$ and $G W E\left(K \oplus Z_{p}[0]\right)$ by I§2 from the component A-coalgebra $K \oplus Z_{p}[0]$ with unit $\eta(1)=[0]$; the constructed R-algebra structure $\left(*, Q^{s}\right)$ is thought of as additive. The formulas cited above determine a unique extension of the product $\#$ and
operations $\widetilde{Q}^{s}$ from $K$ to all of $W E\left(K \oplus Z_{p}[0]\right)$ and $G W E\left(K \oplus Z_{p}[0]\right)$.
Tedious formal verifications fomitted since they are automatic when K can be realized topologically) demonstrate that $W E\left(K \oplus Z_{p}[0]\right)$ is a welldefined allowable AR-Hopf bialgebra and that $G W E\left(K \oplus Z_{p}[0]\right)$ is a welldefined allowable AR-Hopf bialgebra with conjugation. Moreover, these are the free such structures generated by K.

Returning to our $\nVdash$-space $X$, we see that freeness gives morphisms $\bar{\eta}_{*}$ of allowable AR-Hopf bialgebras and $\tilde{\eta}_{*}$ of allowable AR-Hopf bialgebras with conjugation such that the following diagrams are commutative:


The following pair of theorems are immediate consequences of I. 4.1 and 1.4.2. (In the second, we assume that $\nmid \mathcal{m a p s}$ to $\mathscr{L}$.

Theorem 4.1. For every $H$-space $X, \bar{\eta}_{*}: W E\left(H_{*} X \oplus Z_{p}[0]\right) \rightarrow H_{*} C\left(X^{+}\right)$ is an isomorphism of AR-Hopf bialgebras.

Theorem 4.2. For every $\not \subset$-space $X, \tilde{\eta}_{*}: G W E\left(H_{*} X \oplus Z_{p}[0]\right) \rightarrow H_{*} Q\left(X^{+}\right)$
is an isomorphism of AR-Hopf bialgebras with conjugation.
These results are simply conceptual reformulations of the observations that Propositions 1.5 and 1.6 completely determine $\#$ on $H_{*} C\left(X^{+}\right)$and $\mathrm{H}_{\psi} \mathrm{Q}\left(\mathrm{X}^{+}\right)$from \# on $\mathrm{H}_{*} \mathrm{X}$ and that the mixed Cartan formula and mixed Adem relations completely determine the $\widetilde{Q}^{s}$ on $H_{*} C\left(X^{+}\right)$and $H_{*} Q\left(X^{+}\right)$from the $\widetilde{Q}^{s}$ on $H_{*} X$. In other words, if we are given a basis for $H_{*} X$ and if we give $\mathrm{H}_{*} \mathrm{C}\left(\mathrm{X}^{+}\right)$, and $\mathrm{H}_{*} \mathrm{Q}\left(\mathrm{X}^{+}\right)$the evident derived bases of $*$-monomials in
degree zero elements and operations $Q^{I} x$ on the given basis elements $x \in \mathrm{H}_{*} \mathrm{X}$, then, in principle, for any basis elements y and z , our formulas determine $y \# z$ and the $\tilde{Q}^{s} y$ as linear combinations in the specified basis.

There are two obvious difficulties. The formulas for the computation of $y \# z$ and the $\widetilde{Q}^{s} y$ are appallingly complicated, and the result they give is not a global description of $H_{*} \Omega\left(X^{+}\right)$as an R-algebra under $\#$ and the $\tilde{Q}^{\mathbf{S}}$. In practice, one wants to determine the homology of the component $Q_{1}\left(X^{+}\right)$of the basepoint of $X$ as an $R$-algebra, with minimal reference to $*$ and the $Q^{s}$. We shall only study this problem for $Q_{1} S^{0}=S F$, but it will be clear that the methods generalize.

In view of these remarks, the term AR-Hopf bialgebra should be regarded merely as a quick way of referring to the sort of algebraic structure possessed by the homology of $\mathrm{E}_{\infty}$ ring spaces. In the absence of an illuminating description of the free objects, the concept is of limited practical value. (The term Hopf ring has been used by other authors; this would be reasonable only if one were willing to rename Hopf algebras

Hopf groups.)
§5. The homology of SF, F/O, and BSF
The results of $\S 1$ (or of I§I) completely determine $H_{*} S F$ as an algebra. In this section, which is independent of $\S 3$ and $\S 4$, we shall analyze the sequence of Hopf algebras obtained by passage to mod $p$ homology from the sequence of spaces

$$
\mathrm{SO} \xrightarrow{\mathrm{j}} \mathrm{SF} \xrightarrow{\tau} \mathrm{~F} / \mathrm{O} \xrightarrow{\mathrm{q}} \mathrm{BSO} \xrightarrow{\mathrm{Bj}} \mathrm{BSF}
$$

Here $\mathrm{j}: \mathrm{SO} \rightarrow \mathrm{SF}$ is the natural inclusion, Bj is its classifying map, and $\tau$ and $q$ are the natural maps obtained by letting $F / O$ be the fibre of $B j$. As explained in [R,I], these are all maps of $\mathscr{\mathscr { L }}$-spaces, where $\mathscr{\mathcal { L }}$ is the linear isometries operad, and thus of infinite loop spaces. When $p=2$, a variant of this exposition has been presented in [5,§8]. We end with a detailed proof of the evaluation of the suspensions of the Stiefel-Whitney and, if $p>2$, Wu classes on $\tilde{\mathrm{H}}_{*} \mathrm{SF}$.

Recall Definition 1.2.1, For any admissible sequence with $d(I)>0$, define

$$
\mathrm{x}_{\mathrm{I}}=Q^{\mathrm{I}}[1] *\left[1-\mathrm{p}^{\ell(\mathrm{I})}\right] \in \mathrm{H}_{*} \mathrm{SF}
$$

In particular, $x_{s}=Q^{s}[1] *[1-p]$ for $s \geq 1$.
For a graded set $S$, let AS, PS, and ES denote the free commutative, polynomial, and exterior algebras over $Z_{p}$ generated by $S$. If $p=2$, $A S=P S$. If $p>2, A S=E S^{-} \otimes P S^{+}$where $S^{-}$and $S^{+}$are the odd and even degree parts of S .

The following theorem is due to Milgram [22] (except that (ii) and the algebra structure in (iii) are addenda due, respectively, to myself and Madsen [15]).

Theorem 5.1. The following conclusions hold in mod 2 homology.
(i) $H_{*} S F=E\left\{x_{s}\right\} \otimes A X$ as an algebra under \#, where

$$
X=\left\{x_{I} \mid \ell(I)>2 \text { and } e(I)>0 \text { or } \ell(I)=2 \text { and } e(I) \geq 0\right\}
$$

(ii) $\quad \operatorname{Im} j_{*}=E\left\{x_{s}\right\}$ and $H_{*} \mathrm{~F} / \mathrm{O} \cong \mathrm{H}_{*} \mathrm{SF} / / \mathrm{j}_{*} \cong \mathrm{AX}$.
(iii) $\quad \mathrm{H}_{*} \mathrm{BSF}=\mathrm{H}_{*} \operatorname{BSO} \otimes \mathrm{E}\left\{\sigma_{*} \mathrm{x}(\mathrm{s}, \mathrm{s})\right\} \otimes \mathrm{ABX}$ as a Hopf algebra, wher e

$$
B X=\left\{\sigma_{*} x_{I} \mid \ell(I)>2 \text { and } e(I)>1 \text { or } \ell(I)=2 \text { and } e(I) \geq 1\right\} .
$$

(iv) $\quad \mathrm{H}_{*} \mathrm{BF}=\mathrm{H}_{*} \mathrm{BO} \otimes \mathrm{E}\left\{\sigma_{*} \mathrm{X}_{(\mathrm{s}, \mathrm{s})}\right\} \otimes \mathrm{ABX}$ as a Hopf algebra.

Part (i) of the following theorem is due to Tsuchiya [ 36] and myself, independently, while (ii) is due to me and the first correct line of argument for (iii) is due to Tsuchiya. Recall from [1, p. 91] that, when localized at an odd prime $p$, BO splits as $W \times W^{\perp}$ as an infinite loop space, where the nonzero homotopy groups of $W$ are $\pi_{2 i(p-1)} W=Z_{(p)}$ and where $H_{*} W$ is a polynomial algebra on generators of degree $2 i(p-1), i \geq 1$ 。

Theorem 5.2. The following conclusions hold in mod phomology, $p>2$.
(i) $\quad H_{*} S F=E\left\{\beta x_{s}\right\} \otimes P\left\{x_{s}\right\} \otimes A X$ has an algebra under $\#$, where

$$
X=\left\{x_{I} \mid \ell(I) \geq 2 \text { and } e(I)+b(I)>0\right\}
$$

(ii) $\quad \operatorname{Im} \mathbf{j}_{*}=E\left\{b_{s}\right\}$, where $b_{s}$ is a primitive element of degree $2 s(p-1)-1$ to be specified below, and

$$
\mathrm{H}_{*} \mathrm{~F} / \mathrm{O} \cong \mathrm{H}_{*} \mathrm{SF} / / \mathrm{j}_{*} \otimes \mathrm{H}_{*} \mathrm{BSO} \mathbb{( B j ) _ { * }} \cong \mathrm{P}\left\{\mathrm{x}_{\mathrm{s}}\right\} \otimes \mathrm{AX} \otimes \mathrm{H}_{*} \mathrm{~W}^{\perp}
$$

(iii) $\quad \mathrm{H}_{*} \mathrm{BSF}=\mathrm{H}_{*} \mathrm{BF}=\mathrm{H}_{*} \mathrm{~W} \otimes \mathrm{E}\left\{\sigma_{*} \mathrm{x}_{\mathrm{s}}\right\} \otimes \mathrm{ABX}$ as a Hopf algebra, where

$$
\mathrm{BX}=\left\{\sigma_{*} \mathrm{x}_{\mathrm{I}} \mid \ell(\mathrm{I})>2 \text { and } \mathrm{e}(\mathrm{I})+\mathrm{b}(\mathrm{I})>1 \text { or } \ell(\mathrm{I})=2 \text { and } \mathrm{e}(\mathrm{I})+\mathrm{b}(\mathrm{I}) \geq 1\right\} .
$$

Of course, the elements $\sigma_{*} y \in H_{*} B S F$ are primitive. The map $j_{*}$ will be computed in Lemmas 5. 8, 5. 11, and 5.12, and the maps $\tau_{*}, \mathcal{F}_{*}$
and $(\mathrm{Bj})_{\text {* }}$ are as one would expect from the statements of the theorems. It is instructive to compare these results with those obtained for the $*$ product on $\mathrm{H}_{*} \mathrm{QS}^{0}$ in $\mathrm{I} \S$ 4. Recall that $\mathrm{H}_{*} \mathrm{SF}=\mathrm{AX} \mathrm{X}_{0}$ as an algebra under $*$, where

$$
X_{0}=\left\{x_{I} \mid \ell(I) \geq 1 \text { and } e(I)+b(I)>0\right\}
$$

and that

$$
\mathrm{H}_{*} Q S^{1}=A\left\{\sigma_{*}\left(x_{I} *[-1]\right) \mid \ell(I) \geq 1 \text { and } e(I)+b(I)>1\right\} .
$$

The following remarks show how Bj dictates the difference between $\mathrm{H}_{*} \mathrm{BSF}$ and $\mathrm{H}_{*} \mathrm{QS}^{1}$

Remarks 5. 3: Let $p=2$. Here $X$ is obtained from $X_{0}$ by deleting the elements $X_{s}$ and adjoining their squares, $X_{(s, s)}$, under the $\underset{\sim}{*}$ product. Thus the appearance of the generators $\mathrm{x}_{(\mathrm{s}, \mathrm{s})}$ in $\mathrm{H}_{*} \mathrm{SF}$ is forced by the relations $\mathrm{x}_{\mathrm{s}}^{2}=0$, which inturn are forced by the fact that $\mathrm{H}_{*} \mathrm{SO}$ is an exterior algebra. Again, while

$$
\sigma_{*}\left(x_{(s+1, s)} *[-1]\right)=\sigma_{*}\left(x_{s} *[-1]\right)^{2}
$$

in $H_{*} Q S^{1}$, the squares of the elements $\sigma_{*} x_{s}$ in $H_{*} B S F$ lie in $H_{*} B S O$ and the elements $\sigma_{*} \times(s+1, s)$ are exceptional generators. This behavior may propagate. If, as could in principle be checked by use of the mixed Adem relations and the lemmas of the next section, $\tilde{Q}^{2 s+2 i+1} x_{(s+i, s)}$ is decomposable in $H_{*} S F$, then, for all $i \geq 0, \sigma_{*}^{i} x_{(s+i, s)}$ is an element of $H_{*} B^{i} S F$ the suspension of which is an element of square zero in $H_{*} B^{i+1} S F$. The problem of calculating $H_{*} B^{i} S F$ for $i \geq 2$ depends on the evaluation of differentials on divided polynomial algebras, which arise as torsion products of exterior algebras, in the $E^{2}$-terms of the relevant Eilenberg-Moore spectral sequences.

Remarks 5. 4. Let $p>2$. Here $X$ is obtained from $X_{0}$ by deleting the elements $\beta^{\varepsilon} x_{s}=x_{(\varepsilon, s)}$, and the two Pontryagin algebra structures on $H_{*} S F$ are abstractly isomorphic. In $\mathrm{H}_{*} \mathrm{QS}^{1}$,

$$
\sigma_{*}\left(x_{(0, p s-s, 1, s)} *[-1]\right)=\sigma_{*}\left(\beta x_{s} *[-1]\right)^{p} \text { and } \sigma_{*}\left(x_{(1,1 s-s, 1, s)} *[-1]\right)=0 .
$$

In $\mathrm{H}_{*} \mathrm{BSF}$, the $\mathrm{p}^{\text {th }}$ powers of the elements $\sigma_{*}\left(\mathrm{~b}_{s}\right)$ lie in $\mathrm{H}_{*} \mathrm{~W}$ and the exceptional generators $\sigma_{*} x_{I}$ with $\ell(I)=2$ and $e(I)+b(I)=1$, namely those with $I=(\varepsilon, p s-s, 1, s)$, appear. Calculation of $H_{*} B^{i} S F$ for $i \geq 2$ is less near here than in the case $p=2$ because of the lesser precision in the results of the next section.

The following remarks may help clarify the structure of $H_{*}$ BSF.
Remarks 5. 5. For $n \geq 2$, let $X_{n}=\left\{X_{I} \mid \ell(I)=n\right\} \subset X$. Obviously $A X=\bigotimes_{n \geq 2}^{\otimes} \quad A X_{n}$ as an algebra. When $p=2, A X_{2}$ is a sub Hopf algebra of $A X$. When $p>2$ or when $p=2$ and $n \geq 3, A X_{n}$ is not a sub Hopf algebra of $H_{*} S F$ because the coproduct on $x_{I}$ can have summands $x_{J} \otimes x_{K}$ with $e(K)=b(K)=0 ; \quad x_{K}$ is then a $p^{\text {th }}$ power in the $*$ product and therefore, by Proposition 6. 4 below, in the \# product. (For this reason, [5, 8.12 and 8. 16 ] are incorrect as stated.) Similarly, we can compute the Steenrod operations on elements of $X$, modulo elements which are $p^{\text {th }}$ powers in both products, by use of the Nishida and Adem relations for the ope rations $Q^{I}[1]$ (compare I. 3.8 and I. 3.9). It follows that these relations completely determine the Steenrod operations in $\mathrm{H}_{*} \mathrm{BSF}$. Moreover, if

$$
\mathrm{B}_{\mathrm{n}} \mathrm{X}=\left\{\sigma_{*} \mathrm{X}_{\mathrm{I}} \mid \ell(\mathrm{I})=\mathrm{n}\right\} \subset \mathrm{BX},
$$

then, as a Hopf algebra over the Steenrod algebra,

$$
\because \quad H_{*} B S F=H_{*} B S O \otimes\left(E\left\{\sigma_{*} x_{(s, s)}\right\} \otimes A B_{2} X\right) \otimes \bigotimes_{n \geq 3}^{\otimes} A B_{n} X \quad \text { if } p=2
$$

and

$$
H_{*} B S F=H_{*} W \otimes \bigotimes_{n \geq 2} A B_{n} X \quad \text { if } p>2
$$

the point being that, when $p=2, E\left\{\sigma_{*} x(s, s)\right\} \otimes A B_{2} X$ and each $A B_{n} X$ with $n \geq 3$, or, when $p>2$, each $A B_{n} X$ with $n \geq 2$ is a sub A-Hopf algebra of $H_{*} B S F$.

To begin the proofs, we define a weight function w on $H_{*} \tilde{F}$ by

$$
w[i]=0, \quad w Q^{I}[1]=p^{\ell(I)} \quad \text { if } \quad d(I)>0
$$

and, if $x \neq 0$ and $y \neq 0$,

$$
w(x * y)=w x+w y \text { and } w(x+y)=\min (w x, w y)
$$

It is easy to verify that $w$ is well-defined. Clearly $w x$ is divisible by $p$ for all $x$, and we define a decreasing filtration on $H_{*} \widetilde{F}$ by

$$
\mathrm{F}_{i} \mathrm{H}_{*} \widetilde{F}=\{\mathrm{x} \mid \mathrm{wx} \geq \overline{\mathrm{p} i}\} \quad \text { for } i \geq 0
$$

Define $E_{i j}^{0} H_{*} \tilde{F}=\left(F_{i} H_{*} \tilde{F} / F_{i+1} H_{*} \widetilde{F}\right)_{i+j}$. Since the product $*$ is homogeneous with respect to $w, E^{0} H_{*} \widetilde{F}$ may be identified with $H_{*} \widetilde{F}$ as an algebra under *. Clearly $\psi$ and $x$ are filtration preserving and reduce in $E^{0} H_{*} \approx$ to

$$
\psi Q^{I}[1]=Q^{I}[1] \otimes\left[p^{\ell(I)}\right]+\left[p^{\ell(I)}\right] \otimes Q^{I}[1]
$$

and

$$
x Q^{I}[1]=-Q^{I}[1] *\left[-2 p^{\ell(I)}\right] .
$$

Lemma 5.6. The product $\#$ is filtration preserving. In $\mathrm{E}^{0} \mathrm{H}_{*} \widetilde{F}$

$$
(x *[i])(y *[j])=j^{r^{s}} \mathrm{~s}^{\mathrm{x}} * y *[(\mathrm{k}+\mathrm{i})(\ell+j)-(\mathrm{k}+\ell)]
$$

for $x=Q^{I_{1}}[1] * \ldots * Q^{I_{T}}[1] \in E^{0} H_{*} \widetilde{F}_{k}$ and $y=Q^{J_{1}}[1] * \ldots * Q^{J_{S}}[1] \in E^{0} H_{*} \widetilde{F}_{\ell}$,
where $d\left(I_{n}\right)>0, d\left(J_{n}\right)>0$, and, if $p=2$, either $\ell\left(I_{n}\right) \geq 2$ or $\ell\left(J_{n}\right) \geq 2$ for all $n$.
Proof. By Proposition 1.6, $w\left(Q^{I}[1] Q^{J}[1]\right)=p^{\ell(I)+\ell(J)}$, which is
greater than $p^{\ell(I)}+p^{\ell(J)}$ unless $p=2$ and $\ell(I)=\ell(J)=1$ ．By Proposition
1． 5 and the form of $\psi$ ，we easily deduce that

$$
(x *[i])(y *[j])=x[j] * y[i] *[i j+k \ell]
$$

in $\mathrm{E}^{0} \mathrm{H}_{*} \tilde{F}$ ．In $\mathrm{H}_{*} \widetilde{F}$ ，we have

$$
\begin{aligned}
& \quad\left(x_{1} * x_{2}\right)[j]=x_{1}[j] * x_{2}[j] \text { and, for } j>0, \\
& Q^{I}[1][j]= \\
& Q^{I}[1]([1] * \ldots *[1])=\sum \pm Q^{I^{(1)}}[1] * \ldots * Q^{I(j)}[1] \\
& \\
& Q^{I}[1][-j]=x\left(Q^{I}[1][j]\right) .
\end{aligned}
$$

and
It follows that，in $\mathrm{E}^{0} \mathrm{H}_{*} \tilde{F}, \quad Q^{I}[1][j]=j Q^{I}[1] *\left[(j-1) p^{\ell(I)}\right]$ and therefore $x[j]=j^{r} x *[(j-1) k]$ for any integer $j$ ．

With $i=1-k$ and $j=1-\ell$ ，the lemma gives most of the multiplication table for $\#$ on $E^{0} H_{*} S F$ ．If $p>2, *$ and $\#$ coincide on $E^{0} H_{*} \widetilde{F}$ ，and Theorem 5．2（i）follows．If $p=2$ ，let $A(X ; *)$ denote the subalgebra of $\mathrm{H}_{*} \mathrm{SF}$ under $*$ generated by the set X ．Propositions 1.5 and 1.6 imply that $A(X ; *)$ is closed under $\#$ and contains the subalgebra of $H_{*} S F$ generated under $\#$ by $X$ ．By the lemma，$\#$ and $⿻ 丷 木$ coincide on $E^{0} A(X ; *)$ ． Therefore X generates a free commutative subalgebra of $\mathrm{H}_{*} \mathrm{SF}$ under \＃ and this subalgebra coincides（as a subset of $H_{*} S F$ ）with $A(X ; *)$ ．We know by Lemma 1．9 that $\left\{\mathrm{x}_{\mathrm{s}}\right\}$ generates an exterior subalgebra under \＃．Visibly $E\left\{x_{s}\right\}$ and $A X$ are sub coalgebras of $H_{*} S F$ ，and it follows easily that $H_{*} S F=E\left\{x_{s}\right\} \otimes A X$ as a Hopf algebra．This proves Theorem 5．1（i）．

In order to compute $H_{*} B S F$ as an algebra and to compute $j_{*}: \mathrm{H}_{*} \mathrm{SO} \rightarrow \mathrm{H}_{*} \mathrm{SF}$ when $\mathrm{p}>2$ ，we need information about $\tilde{\mathrm{Q}}^{r} \mathrm{x}_{\mathrm{I}}$ when $\mathrm{p}=2$ and $r=d(I)+1$ and when $p>2$ and $2 r=d(I)+1$ ．Together with Lemma 2：7，the following result more than suffices．

Lemma 5．7．Let $\ell(I)=k \geq 2$ and let $r \geq 0$ be such that $e(x, I)<k$ Then $\tilde{Q}^{r} x_{I} \equiv{\underset{X}{(r, I)}} \quad$ modulo $F_{p^{k}+1} H_{*} S F$ ．

Proof．$e(x, I)=r-d(I)$ if $p=2$ and $e(r, I)=2 r-d(I)$ if $p>2$ ．By Proposition 1．7；$Q^{I}[1]$ is a linear combination of monomials
$\beta^{{ }^{\varepsilon}}{ }^{1}{ }_{Q}{ }^{s}[1] \ldots \beta^{\varepsilon}{ }^{1} Q_{Q}{ }^{k_{k}}[1]$（where irrelevant Bocksteins are to be suppressed when $p=2$ ）．The Cartan formula gives

If $2 r_{i}<2 s_{i}(p-1)-\varepsilon_{i}$ ，then $\tilde{Q}^{r_{i}} \varepsilon_{B} \varepsilon_{Q}{ }^{s_{i}}[1]=0$ ．Thus $2 r_{i} \geq 2 s_{i}(p-1)-\varepsilon_{i}$ for all $i$ in each non－zero summand．and，since

$$
x-d(I)=\sum\left(r_{i}-s_{i}\right)<k \text { if } p=2 \text { and } 2 r-d(I)=\sum\left(2 r_{i}-2 s_{i}(p-1)+\varepsilon_{i}\right)<k \text { if } p>2
$$ $2 r_{i}=2 s_{i}(p-1)$ and $\varepsilon_{i}=0$ for at least one index $i$ ．Here $\tilde{Q}^{r_{i}} Q^{s}{ }^{1}[1]$ is the \＃$p^{\text {th }}$ power of $Q^{s}[1]$ ，and it follows that each non－zero summand has weight at least $p^{k-1} \cdot p^{p}=p^{p+k-1}$ ．Now the mixed Cartan formula gives

$$
\tilde{Q}^{r}\left(x_{I}\right) \equiv x_{(r, I)}+\tilde{Q}^{T} Q^{I}[1] *\left[1-p^{p k}\right] \bmod F_{p^{k}+1} H_{*} S F
$$

and the conclusion follows．
We first complete the proof of Theorem 5．1 and then that of Theorem 5． 2.

Let $p=2$ ．Then $H_{*} S O=E\left\{a_{s} \mid s \geq 1\right\}$ where $a_{s}$ is the image of the non－zero element of $H_{*} R P^{\infty}$ under the standard map $R P^{\infty} \rightarrow$ SO． Clearly $\psi\left(a_{s}\right)=\sum_{i=0}^{s} a_{i} \otimes a_{s-i}$, where $a_{0}=1$ ．Define Stiefel－Whitney classes $\mathrm{w}_{\mathrm{S}}=\Phi^{-1} \mathrm{Sq}^{\mathrm{s}} \Phi(1)$ in both $H^{*} \mathrm{BO}$ and $H^{*} \mathrm{BF}$ ，where $\Phi$ is the stable Thom isomorphism．Since $(B j)^{*}\left(w_{s}\right)=w_{s}, \sigma^{*}\left(B_{j}\right)^{*}=j^{*} \sigma^{*}$ ，and $<\mathrm{w}_{\mathrm{s}+1}, \sigma_{*} \mathrm{a}_{\mathrm{s}}>=1$,
$(\mathrm{Bj})^{*}: \mathrm{H}^{*} \mathrm{BF} \rightarrow \mathrm{H}^{*} \mathrm{BO},(\mathrm{Bj})^{*}: \mathrm{H}^{*} \mathrm{BSF} \rightarrow \mathrm{H}^{*} \mathrm{BSO}$ ，and $\mathrm{j}^{*}: \mathrm{H}^{*} \mathrm{SF} \rightarrow \mathrm{H}^{*} \mathrm{SO}$
are certainly epimorphisms.
Lemma 5. 8. Let $p=2$. Then $j_{*}\left(a_{s}\right)=x_{s}$ for all $s \geq 1$.
Proof. Clearly $j_{*}\left(a_{1}\right)=x_{1}$. Assume $j_{*}\left(a_{i}\right)=x_{i}$ for $i<s$. Then $j_{*}\left(\mathrm{a}_{s}\right)+\mathrm{x}_{\mathrm{s}}$ is a primitive element of $\mathrm{H}_{*} \mathrm{SF}$ whose square is zero. Since $H_{*} S F=E\left\{x_{t}\right\} \otimes A X$ as a Hopf algebra, its primitive elements split as $\operatorname{PE}\left\{x_{t}\right\} \oplus$ PAX. Therefore $j_{*}\left(a_{s}\right)+x_{s}$ must be in $E\left\{x_{t}\right\}$. Since $j_{*}$ is a monomorphism, $j_{*}\left(\mathrm{a}_{\mathrm{s}}\right)+\mathrm{x}_{\mathrm{s}}$ must be decomposable. Since the natural homomorphism $P E\left\{x_{t}\right\} \rightarrow Q E\left\{x_{t}\right\}$ is a monomorphism, it follows that $j_{*}\left(a_{s}\right)+x_{s}=0$.

Remark 5. 9. The lemma asserts that the two maps
induce the same homomorphism on mod 2 homology, where $\zeta_{\infty}$ is the infinite little cubes operad and $\theta_{2}$ is given by the action map restricted to $\zeta_{\infty}(2) \times\{1\} \times\{1\} . \quad$ R. Schultz and J. Tornehave have unpublished proofs
that these two maps are actually homotopic.
Remark 5.10. Kochman [13, Theorem 56] has proven that, in $\mathrm{H}_{*} \mathrm{SO}$,

$$
Q^{r} a_{s}=\sum_{i+j+k=r+s}(s-i, r-s-j-1) a_{i} a_{j} a_{k} \quad\left(i, j, k \geq 0 \quad \text { and } \quad a_{0}=1\right)
$$

In view of the lemma and the mixed Cartan formula, this formula implies and is implied by Lemma 1.9 and Corollary 3.5 (compare Remark 3.6). The actual verification of either implication would entail a lengthy and unpleasant algebraic calculation. A proof of Kochman's formula will be given in section 11.

Proof of Theorem 5.1. We have proven (i). For (ii), Lemma 5. 8 shows that $\operatorname{Im} j_{*}=E\left\{x_{s}\right\}$ and $H_{*} S F$ is a free $H_{*} S O$-module. Therefore the $E^{2}$-term Tor ${ }^{H_{*} S O}\left(Z_{2}, H_{*} S F\right)$ of the Eilenberg-Moore spectral sequence
converging to $H_{*} F / O$ (e.g. $[8, \S 3]$ or [21, 13.10])reduces to
$\mathrm{H}_{*} \mathrm{SF} / / \mathrm{j}_{*} \cong \mathrm{AX}$. For (iii), consider the Eilenberg-Moore spectral sequence which converges from $E^{2} S F=T o{ }^{H_{*} S F}\left(Z_{2}, Z_{2}\right)$ to $H_{*} B S F$ and the analogous spectral sequence $\left\{E^{\mathbf{r}} S O\right\}$. In view of (i) and (ii),

$$
E^{2} S F=E^{2} S O \otimes E\left\{\sigma x_{(s, s)}\right\} \otimes E\left\{\sigma x_{I} \mid \ell(I) \geq 2 \text { and } e(I) \geq 1\right\}
$$

The elements $\sigma y$ have homological degree 1 , hence are permanent cycles, and the homomorphism $\sigma: \tilde{H}_{i} S F \rightarrow E_{1, i}^{2} S F$ induces the homology suspension $\sigma_{*}: \widetilde{H}_{i} \mathrm{SF} \rightarrow \mathrm{H}_{\mathrm{i}+1} \mathrm{BSF}$ (e.g. [8.3.12]). $\quad \mathrm{E}^{2} \mathrm{SO}=\Gamma\left\{\sigma_{\mathrm{s}}\right\}=\mathrm{E}^{\infty} \mathrm{SO}$ and it follows that $E^{2} S F=E^{\infty} S F$. If deg. $y=r-1, \sigma_{*} \tilde{Q}^{r} y=\tilde{Q}^{r} \sigma_{*} y=\left(\sigma_{*} y\right)^{2}$. In particular, $\left(\sigma_{*} \mathrm{x}(\mathrm{s}, \mathrm{s})\right)^{2}=0$ by Lemma 2. 7. Recall that if $J=(r, I)$, then $e(J)=r-d(I)$. Thus $e(J)=1$ implies $r=d(I)+1$. By Lemma 5. 7, we may as well replace $\sigma x(x, I)$ by $\sigma \widetilde{Q}^{r} x_{I}$ in our description of $E^{2} S F$, and (iii) follows by a trivial counting argument. In view of the obvious compatible splittings $B O \simeq B O(1) \times B S O$ and $B F \simeq B O(1) \times B S F$, (iv) follows from (iii).

In order to describe the image of $\mathrm{H}_{*} \mathrm{SO}$ in $\mathrm{H}_{*} \mathrm{SF}$ when $\mathrm{p}>2$, we shall have to replace $x_{s}$ and $\beta x_{s}$ by the elements $y_{s}$ and $\beta y_{s}$ specified in the following result.

Lemma 5.11. Let $p>2$ and let $r=r(p)$ be a power of a prime $q$ such that $r$ reduces $\bmod p^{2}$ to a generator of the group of units of $Z p^{2}$. There exist unique elements $\beta^{\varepsilon} y_{s} \quad H_{*} S F$ such that

$$
\left(\beta^{\varepsilon} y_{s}\right)\left[r^{p}\right]=\beta^{\varepsilon} \check{Q}^{s}[r] \in H_{*} \widetilde{F}_{p^{r}}
$$

$\beta^{\varepsilon} y_{s}$ is an element of the subalgebra of $H_{*} S F$ under the $\neq$ product generated by $\left\{\beta^{\varepsilon} x_{s}\right\}$, and $\beta^{\varepsilon} x_{s}-k \beta^{\varepsilon} y_{s}$ is $\quad *$ decomposable, where $k=r^{-p} \frac{1}{p}\left(r^{p}-r\right)$. Moreover, the subalgebra $E\left\{\beta y_{s}\right\} \otimes P\left\{y_{s}\right\}$ of $H_{*} S F$ under the \# product is a sub AR-Hopf algebra.

Proof. By [R, VII. 5.3], the localization of $S F$ at $p$ is the 1-
component of an infinite loop space in which the component $r p$ is invertible in $\pi_{0}$. This implies the existence and uniqueness of the $\beta^{\varepsilon} y_{y_{s}}$, and the second statement follows from Proposition 1.5 and Lemma 2. 8. The proof of the splitting of SF as an infinite loop space at $p$ in [R, VIII 4. I] gives that $E\left\{\beta y_{s}\right\} \otimes P\left\{y_{s}\right\}$ is precisely the image of $H_{*} J_{p}^{\delta}$ in $H_{*} S F$ under a certain infinite loop map $\alpha_{p}^{\delta}: J_{p}^{\delta} \rightarrow S F$, where $J_{p}^{\delta}$ is an appropriate discrete model for the fibre of $\psi^{r}-1: B U \rightarrow B U$ at $p$ (see $\S 10$ below), and the last statement follows.

Let $p>2$. Then $H_{*} S O=E\left\{a_{s} \mid s \geq 1\right\}$, where deg $a_{s}=4 s-1$. The $a_{s}$ may be specified as the unique primitive elements such that $\left\langle P_{s}, \sigma_{*}{ }_{s}\right\rangle=(-1)^{s+1}$, where $P_{s}$ is the $s^{\text {th }}$ Pontryagin class reduced mod $p$. (The sign is introduced in order to simplify constants below.) Define Wu classes $w_{s}=\Phi^{-1} P^{s} \Phi(1)$ in both $H^{*} B O$ and $H^{*} B F$. There seems to be no generally accepted notation for these classes; our choice emphasizes the analogy with the Stiefel-Whitney classes mod 2. Let $m=\frac{1}{2}(p-1)$. Since $(\mathrm{Bj})^{*}\left(\mathrm{w}_{\mathrm{s}}\right)=\mathrm{w}_{\mathrm{s}}, \sigma^{*}(\mathrm{Bj})^{*}=\mathrm{j}^{*} \sigma^{*}$, and $\mathrm{w}_{\mathrm{s}}$ is indecomposable (indeed, $\mathrm{w}_{\mathrm{s}} \equiv(-1)^{\mathrm{mt1}} \mathrm{mP}_{\mathrm{s}}$ modulo decomposable elements), $\mathrm{j}_{*}\left(\mathrm{a}_{\mathrm{ms}}\right)$ is certainly a non-zero primitive element of $H_{*} S F$. Moreover, since $S O$ has no p-torsion, $\beta \tilde{Q}^{t} j_{*}\left(a_{s}\right)=0$ for all $s$ and $t$.

Lemma 5.12. Let $p>2$. Then $j_{*}\left(a_{s}\right)=0$ if $s \not \equiv 0 \bmod m$ and $j_{*}\left(a_{m s}\right)=(-1)^{s} c b_{s}$, where $0 \neq c \in Z_{p}$ and $b_{s}$ is the unique primitive element of $E\left\{\beta y_{s}\right\} \otimes P\left\{y_{s}\right\}$ such that $b_{s}-\beta y_{s}$ is decomposable.

Proof. The $Z_{p}$ space of odd degree primitive elements of $H_{*} S F$ has a basis consisting of the $b_{s}$ and of elements of the form $p_{1}=x_{I}+y_{I}$, where $\ell(I) \geq 2$ and $y_{I}$ is a linear combination of (decomposable) $*$ mono-
mials all of whose positive degree $*$ factors can be written in the form $Q^{J}[1]$ with $\ell(J)=\ell(I)$. If $d(I)=2 t-1$, then, by Lemma 5.7 and the mixed Cartan formula,

$$
\beta \tilde{Q}^{t} p_{I} \equiv x_{(1, t, I)} \bmod F_{p^{\ell(I)}+1} H_{*} S F
$$

On the other hand, $\beta \tilde{Q}^{t} b_{s}=0$ for all $s$ and $t$ since $\beta$ annihilates all odd degree elements of $E\left\{\beta y_{s}\right\} \otimes P\left\{y_{s}\right\}$. Therefore scalar multiples of the $b_{s}$ are the only odd degree primitives annihilated by all operations $\beta \tilde{Q}^{t}$. It follows that $j_{*}\left(a_{s}\right)=0$ if $s \neq 0 \operatorname{modm}$ and that $j_{*}\left(a_{m s}\right)=c_{s} b_{s}$, $0 \neq c_{s} \in Z_{p}$. Let $c=-c_{1}$. By the known values of the Steenrod operations on the $P_{s}$ and by the Nishida relations and the previous lemma,

$$
P_{*}^{i} a_{m s}=(i, s(p-1)-p i-1) a_{m(s-i)} \quad \text { and } \quad P^{i} b_{s}=(-1)^{i}(i, s(p-1)-p i-1) b_{s-i}
$$

Thus $(-1)^{i} c_{s}=c_{s-i}$ if $(i, s(p-1)-p i-1) \neq 0$. Since $(i, s(p-1)-p i-1) \neq 0$ for all $i>0$ implies $s=p^{k}$ and since, if $s=p^{k}$,

$$
P_{*}^{1} b_{s+1}=b_{s} \quad \text { and } \quad P_{*}^{P_{b+1}}=-b_{s+1-p} \text { when } k \geq 2
$$

and

$$
P_{*}^{p-1} b_{s+p-1}=b_{s} \text { and } P_{*}^{P_{b}}{ }_{s+p-1}=2 b_{s-1} \text { when } k=1
$$

we see by induction on $s$ that $c_{s}=(-1)^{s} c$ for all $s \geq 1$.
Remarks 5.13. In [20], I asserted the previous result with bs replaced by the unique primitive element $b_{s}^{\prime}$ in $E\left\{\beta x_{s}\right\} \otimes P\left\{x_{s}\right\}$ such that $b_{s}^{\prime}-\beta x_{s}$ is decomposable (and an argument for this was later published by Tsuchiya [38]). This assertion would be true if and only if $b_{s}$ were $\mathrm{kb}_{\mathrm{s}}^{\prime}$, and this would hold if $\beta Q^{s(p-1)_{b}^{\prime}}$ were zero. In principle, this could be checked by direct calculation from the results of the next section, but the details are forbidding. Looked at another way, the point is that $\beta y_{s}-k \beta x_{s}$ is $* \mathrm{de}-$ composable but possibly not \# decomposable.

Remarks 5. 14. Kochman [13., p. 105] has proven that, in $\mathrm{H}_{*} \mathrm{SO}$,

$$
Q^{r} a_{s}=(-1)^{r}(2 s-1, r-2 s) a_{s+m r}
$$

It follows that $\widetilde{Q}^{T} b_{s}=(s(p-1)-1, r-s(p-1)) b_{r+s}$, as could also be deduced from Remarks 3. 9. Indeed, by use of the cited remarks, Lemma 5.11, the mixed Cartan formula, and the filtration on $H_{*} S F$, we easily deduce that
$\widetilde{Q}^{\mathrm{r}} \beta^{\varepsilon} \mathrm{y}^{s} \equiv-(-1)^{\varepsilon}(\mathrm{s}(\mathrm{p}-1)-\varepsilon, \mathrm{r}-\mathrm{s}(\mathrm{p}-1)+\varepsilon-1) \beta^{\varepsilon} \mathrm{y}_{\mathrm{r}+\mathrm{s}}$ modulo $\mathrm{H} S \mathrm{SF} \#$ \# $\mathrm{H} S \mathrm{SF}$.

Proof of Theorem 5. 2. Note first that (i) remains true with $E\left\{\beta x_{s}\right\}$ replaced by $E\left\{b_{s}\right\}$. For (ii), observe that, in the Eilenberg-Moore spectral sequence converging to $H_{*} \mathrm{~F} / \mathrm{O}$,

$$
\mathrm{E}^{2}=\operatorname{Tor}^{\mathrm{H}_{*} \mathrm{SO}}\left(\mathrm{Z}_{\mathrm{p}}, \mathrm{H}_{*} \mathrm{SF}\right)=\mathrm{H}_{*} \mathrm{SF} / / \mathrm{j}_{*} \otimes \Gamma\left\{\sigma \mathrm{a}_{\mathrm{s}} \mid \mathrm{s} \neq 0 \bmod \mathrm{~m}\right\}
$$

where $\mathrm{H}_{*} \mathrm{SF} / / \mathrm{j}_{*} \cong \mathrm{P}\left\{\mathrm{x}_{\mathrm{s}}\right\} \otimes \mathrm{AX} . \quad \mathrm{By}[\mathrm{R}, \mathrm{V} \S 3$ and $\S 4]$, the Adams conjecture yields a map of fibration sequences (localized at $p$ )

such that $\alpha_{p}$ and $\gamma_{p}$ are equivalent to inclusions of direct factors with common complementary factor $C_{p}$. It follows that $E^{2}=E^{\infty}$ and that $Y_{p *} \operatorname{maps} \mathrm{H}_{*} \mathrm{~W}^{\perp}$ onto a complementary tensor product factor to $\mathrm{H}_{*} \mathrm{SF} / / \mathrm{j}_{*}$ (Warning: $J_{p}^{\delta} \simeq J_{p}$, but it is not known that $\alpha_{p}^{\delta} \simeq \alpha_{p}$, where $\alpha_{p}^{\delta}$ is as in Lemma 5.11 ; compare [R, p. 306 ].) For (iii), consider the EilenbergMoore spectral sequences $\left\{\mathrm{E}^{\mathrm{T}} \mathrm{SF}\right\}$ and $\left\{\mathrm{E}^{\mathrm{T}} \mathrm{SO}\right\}$ converging to $\mathrm{H}_{*} \mathrm{BSF}$ and $\mathrm{H}_{*} \mathrm{BSO}$.

$$
\begin{aligned}
: E^{2} S F=\Gamma\left\{\sigma b_{s}\right\} \otimes E\left\{\sigma x_{s}\right\} & \otimes E\left\{\sigma x_{I} \mid \ell(I) \geq 2, e(I)+b(I)>0, d(I) \text { even }\right\} \\
& \otimes \Gamma\left\{\sigma x_{I} \mid \ell(I) \geq 2, e(I)+b(I)>0, d(I) \circ d d\right\}
\end{aligned}
$$

Here $\Gamma\left\{\sigma b_{s}\right\}$ is the image of $E^{2} S O$ and consists of permanent cycles. Recall that if $J=(\varepsilon, s, I)$, then $b(J)=\varepsilon$ and. $e(J)+b(J)=2 s-d(I)$. Thus $\mathrm{e}(\mathrm{J})+\mathrm{b}(\mathrm{J})=1$ implies $2 \mathrm{~s}=\mathrm{a}(\mathrm{I})+1$. If $\ell(\mathrm{I}) \geq 2$ and $2 \mathrm{~s}=\mathrm{d}(\mathrm{I})+1$, then $\sigma \widetilde{Q}^{s} X_{I}$ survives to $\left(\sigma_{*} x_{I}\right)^{p}$ and $\sigma \beta \widetilde{Q}^{s} x_{I}$ survives to $\beta\left(\sigma_{*} x_{I}\right)^{p}=0$. By Lemma 5. 7, we may as well replace $\sigma x(\varepsilon, s, I)$ by $\sigma \beta^{\varepsilon} \widetilde{Q}^{s} X_{I}$ in our description of $E^{2} S F$. Then

$$
d^{p-1} Y_{p+j}\left(\sigma x_{I}\right)=-\left(\sigma \beta \tilde{Q}^{s} x_{I}\right) \gamma_{j}\left(\sigma x_{I}\right) \quad \text { for } j \geq 0
$$

This statement is just an application of the appropriate analog for the Eilenberg-Moore spectral sequence of Kudo transgression for the Serre spectral sequence and follows from Kochman's result [12] that $-\beta Q^{s} y$ is the $p$-fold symmetric Massey product $\langle y\rangle^{P}$ if $\operatorname{deg} y=2 s-1$ together with either a direct calculation in the bar construction on the chains of SF or quotation of $[8$, Theorem 5.6$]$, which codifies the relationship between Massey products and differentials in the Eilenberg-Moore spectral sequence. Clearly all generators of $\mathrm{E}^{\mathrm{P}} \mathrm{SF}$ not in $\Gamma\left\{\mathrm{ob}_{\mathrm{s}}\right\}$. have homological degree less than $p$ and are thus permanent cycles. Therefore $E^{p} S F=E^{\infty} S F$, and Theorem 5.2(iii) follows by a trivial counting argument.

It remains to give the promised evaluation of $\left\langle\sigma^{*}{ }_{w_{s}}, x\right\rangle$ for $x \in H_{*} S F$. This depends on the following folkiore result, which is usually stated without proof. Since I find the folklore argument based on use of the Hopf construction somewhat misleading and since the precise unstable form of the result will be needed in the study of $H^{*} \operatorname{BSF}(2 n)$ at odd primes (see IV), I will give a somewhat different argument (which was known to Milgram).

Lemma 5.15. Let $A$ be a connnected based CW-complex, let $\alpha: A \rightarrow S F(n)$ be a based map, let $\bar{\alpha}: \Sigma A \rightarrow \operatorname{BSF}(n)$ be the composite of
$\Sigma \alpha$ and the adjoint of the standard equivalence $\zeta: \operatorname{SF}(n) \rightarrow \Omega \operatorname{BSF}(\mathrm{n})$, and let $\alpha_{0}: \Sigma^{n} A \rightarrow S^{n}$ be a based map with adjoint $A \rightarrow \Omega_{0}^{n} S^{n}$ homotopic to $\alpha *[-1]$. Then the Thom complex of the spherical fibration classified by $\bar{\alpha}$ is homotopy equivalent to the mapping cone of $\alpha_{0}$.

Proof. BSF(n) classifies integrally oriented spherical fibrations with a canonical cross-section which is a fibrewise cofibration, and the Thom complex of such a fibration is defined to be the quotient of the total space by the base space (see $[21,5.2$ and 9.2] and [R,III]). With notations for the two-sided bar construction as in [21,§7], let $v: D \rightarrow \Sigma A$ be the pullback in the following diagram:


Here $\bar{\alpha}(a \wedge t)=|[\alpha(a)],(t, 1-t)| . \quad$ Via the correspondence

$$
x \in S^{n} \longleftrightarrow(*,|[] x,(1)|) \in D
$$

and

$$
(a \wedge t, x) \in C A \times S^{n} \longleftrightarrow(a \wedge t,|[\alpha(a)] x,(t, 1-t)|) \in D,
$$

$D$ is homeomorphic to the quotient of the disjoint union of $s^{n}$ and $C A \times S^{n}$ (where $C A=A \times I / A \times\{0\} \times\{*\} \cup I$ ) obtained by identifying $(*, x) \in C A \times S^{n}$ with $x \in \dot{S}^{n}$ and $(a \wedge 1, x) \in C A \times S^{n}$ with $\alpha(a)(x) \in S^{n}$. Moreover, $\nu$ is specified by $\nu(x)=*$ for $x_{\in} S^{n}$ and $v(a \wedge t, x)=a \wedge t$. By the standard Dold-Thom argument (e. g. [G, 7. I]), $\nu$ is a quasi-fibration. The section of $p$ is determined by the basepoint $\infty \in S^{n}$ and pulls back to the cofibration $\sigma: \Sigma A \rightarrow D$ specified by $\sigma(a \wedge t)=(a \wedge t, \infty)$. By comparison with the diagram obtained by replacing $p$ and $v$ by fibrations with section [21,5.3], we conclude that the Thom complex of the fibration classified by
$\bar{\alpha}$ is homotopy equivalent to the Thom complex $T v=D / \Sigma A$. Clearly $T v$ can be viewed as obtained from $S^{n} \| C y l A \propto S^{n}$ by identifying ( $\alpha, 1$ ) $\propto \times$ to $\alpha(a)(x) \in S^{n}$ and $(a, 0) \ltimes x$ to $x \in S^{n}$ (where Cyl $A=A \times I /\{*\} \times I$ and CylA $\times S^{n}=$ CylA $\times S^{n} / \operatorname{cyl} A \times\{\infty\}$ ). Modulo neglect of the basepoint of A $\left(\alpha *[-1]: A \rightarrow \Omega_{0}^{n} S^{n}\right.$ not being basepoint preserving), $C \alpha_{0}$ can be viewed as obtained from $S^{n} 川 C\left(A \wedge S^{n}\right)$ by first using the pinch map $S^{n} \rightarrow S^{n} \vee S^{n}$ to collapse the base $A \wedge S^{n}$ of the cone to $\left(A \wedge S^{n}\right) \vee\left(A \wedge S^{n}\right)$ and then identifying the point $(a, x)$ of the first wedge summand to $\alpha(a)(x) \in S^{n}$ and the point $(a, x)$ of the second wedge summand to $[-1] x \in S^{n}$ (where $[-1]: S^{n} \rightarrow S^{n}$ is any fixed map of degree -1 ). The conclusion follows by an easy direct comparison of these constructions.

Remarks 5.16. For a spherical fibration $\xi: E \rightarrow X$ of the sort classified by $\operatorname{BSF}(n)$, define $w_{s}=\Phi^{-1} P^{s} \Phi(1) \in H^{*} X$, where $\Phi: H^{*} X \rightarrow \tilde{H}^{*} T \xi$ is the mod $p$ Thom isomorphism. For $w_{s} \in H^{*} \operatorname{BSF}(n), \sigma{ }^{*} w_{s} \in \tilde{H}^{*} S F(n)$ is characterized by $\Sigma \sigma^{*} w_{s}=\tilde{\zeta}^{*} w_{S} \in H^{*} \Sigma S F(n), \tilde{\zeta}: \Sigma S F(n) \rightarrow \operatorname{BSF}(n)$. Thus, for the fibration $\xi$ over $\Sigma A$ classified by $\bar{\alpha}=\Sigma \alpha \circ \widetilde{\zeta}, W_{S} \in H^{*} \Sigma A$ is the suspension of $\alpha * \sigma W_{s} \in \tilde{H}^{*} A$. In terms of the cofibration

$$
\Sigma^{n} A \xrightarrow{\alpha_{0}} S^{n} \xrightarrow{i} T \xi \xrightarrow{j} \Sigma^{n+1} A
$$

given by the lemma, the Thom class $\mu(\xi) \in H^{n} T \xi$ is the unique element such that $i^{*} \mu_{\xi}$ is the fundamental class in $H^{n} S^{n}$ and, for $x \in H^{*} \Sigma A$, the Thom isomorphism $\Phi(x)=x \cup \mu(\xi)$ can equally well be specified as $\Phi(x)=j^{*} \Sigma^{n} x$. In particular,

$$
\begin{gathered}
j^{*} \Sigma^{n+1} \alpha_{\sigma}^{*} w_{s}=j^{*} \Sigma^{n} w_{s}=\Phi\left(w_{s}\right)=P^{s} \mu(\xi) \\
\text { Since } \sigma_{*} x=0 \text { if } x \in H_{*} S F \text { is } \# \text { decomposable, }\left\langle\sigma^{*} w_{s}, x\right\rangle=0
\end{gathered}
$$ unless $x$ is indecomposable. Tsuchiya $[36,6.3]$ showed that $\left\langle\sigma^{*} w_{s}, x_{I}\right\rangle=0$

if $\ell(I) \geq 2$. By Corollary 1.8, this assertion is a consequence of the following technically simpler result, which is due to Brumfiel, Madsen, and Milgram [ $5,3.5]$ and gives maximal unstable information.

Lemma 5.17. $\left\langle\sigma \beta^{*}{ }_{w_{s}}, x \neq y\right\rangle=0$ for $s \geq 1, \varepsilon=0$ or 1 , and all $x, y \in \tilde{H}_{*} S F(n)$.

Proof. Since $\sigma^{*} \beta=-\beta \sigma^{*},\langle\beta \omega, z\rangle= \pm\langle\omega, \beta z\rangle$, and
$\beta(x * y)=(\beta x) * y \pm x *(\beta y)$, the result for $\varepsilon^{\prime}=1$ will follow immediately from the result for $\varepsilon=0$. Let $x=\alpha_{*}(\mathrm{a})$ for $\alpha: A \rightarrow S F(n)$ and $y=\beta_{*}(b)$ for $\beta: B \rightarrow S F(n)$, where $A$ and $B$ are connected $C W$-complexes. Then $x^{*} y=\gamma_{*}(a \otimes b)$ where $\gamma=\underline{*} \circ(\alpha \times \beta): A \times B \rightarrow \operatorname{SF}(n)$. Let $\alpha_{0}: \Sigma^{n} A \rightarrow S^{n}$, $\beta_{0}: \Sigma^{n} B \rightarrow S^{n}$, and $\gamma_{0}: \Sigma^{n}(A \times B) \rightarrow S^{n}$ have adjoints homotopic to $\alpha *[-1], \beta *[-1]$, and $\gamma *[-1]$. If $p: S^{n} \rightarrow S^{n} \vee S^{n}$ and $f: S^{n} \vee S^{n} \rightarrow S^{n}$ are the pinch and fold maps and if $\lambda_{0}=f 0\left(\alpha_{0} \Sigma^{n} \pi_{1} \vee \beta_{0} \Sigma^{n} \pi_{2}\right)$, then standard properties of cofibre sequences give dotted arrows such that the following diagram, whose rows are cofibre sequences, is homotopy commutative:


By Lemma 5.16, each of the displayed cofibres is a Thom complex. By the previous remarks, we can use the $i^{*}$ to read off relationships between the various Thom classes and can then use the $j^{*}$ to read off relationships between their Steenrod operations. We conclude that

$$
j^{*} \Sigma^{n+1} \gamma^{*} \sigma^{*} w_{s}=j^{*} \Sigma^{n+1}\left(\alpha_{\sigma}^{*}{ }_{w_{\mathrm{s}}} \otimes 1+1 \otimes \beta \sigma_{\sigma}^{*}{ }_{\mathrm{w}}\right)
$$

Thus $\gamma^{*} \sigma^{*} \mathrm{w}_{\mathrm{s}}=\alpha_{\sigma}^{*}{ }^{*} \mathrm{w}_{\mathrm{s}} \otimes 1+1 \otimes \beta^{*} \sigma^{*} \mathrm{w}_{\mathrm{s}}$, and $\left\langle\sigma^{*}{ }_{\mathrm{w}}^{\mathrm{s}}, \gamma_{*}(\mathrm{a} \otimes \mathrm{b})\right\rangle=0 \quad$ whenever $a$ and $b$ both have positive degree.

## §6. The R-algebra structure of $H_{*} S F$

Theorems 5.1 and 5.2 describe generators of $\mathrm{H}_{*} \mathrm{SF}$ in terms of the loop operations $Q^{r}$ in $H_{*} Q S^{0}$. For the analysis of infinite loop maps in and out of SF and for the understanding of characteristic classes for spherical fibrations in terms of the infinite loop structure of BF, it would be highly desirable to have a description of generators of $H_{*} S F$ primarily in terms of the operations $\widetilde{Q}^{T}$. The following conjecture of mine was proven by Madsen [15] .

## Theorem 6.1. When $p=2, H_{*} S F=E\left\{x_{s}\right\} \otimes A \widetilde{X}$ as an algebra under \#,

where

$$
\tilde{\mathrm{X}}=\left\{\tilde{\mathrm{Q}}_{\mathrm{X}_{\mathrm{K}}} \mid \ell(\mathrm{K})=2 \text { and } \mathrm{X}_{(\mathrm{J}, \mathrm{~K})} \in \mathrm{X}\right\}
$$

Both $E\left\{x_{s}\right\}=H_{*} S O$ and $A \tilde{X}$ are sub AR-Hopf algebras of $H_{*} S F$.
The analogous result for $p>2$ would read as follows
Conjecture 6. 2. When $p>2, H_{*} S F=E\left\{\beta y_{s}\right\} \otimes P\left\{y_{s}\right\} \otimes A \widetilde{X}$ as an algebra under \#, where

$$
\tilde{\mathrm{X}}=\left\{\tilde{\mathrm{Q}}^{\mathrm{J}} \mathrm{Y}_{\mathrm{K}} \mid \ell(\mathrm{K})=2 \text { and } \mathrm{X}_{(\mathrm{J}, \mathrm{~K})} \in \mathrm{X}\right\}
$$

and $y_{K}-x_{K}$ is an appropriately chosen element of $A\left\{\beta^{\varepsilon_{y_{s}}}\right\}$. Both $A\left\{\beta^{\varepsilon} y_{s}\right\}=H_{*} J_{p}^{\delta}$ and $A \widetilde{X}$ are sub AR-Hopf algebras of $H_{*} S F$.

The change of generators from $X_{K}$ to $\mathrm{y}_{\mathrm{K}}$, $\ell(\mathrm{K})=2$, serves to ensure that $A \tilde{X}$ is a sub AR-Hopf algebra of $H_{*} S F$ and will be specified in section 10 below. Since we know that $A\left\{\beta^{E_{y}}\right\}$ is closed under the operations $\widetilde{\Omega}^{r}$, the conjecture will be true as a statement about R-algebra generators if and only if it is true with the $y_{K}$ replaced by the $x_{K}$.

Thus $\left\{x_{K} \mid \ell(K)=1\right.$ or $\left.\ell(K)=2\right\}$ certainly generates $H_{*} S F$ as an R-algebra when $p=2$ and is conjectured to do so when $p>2$. The opera-
tions $\widetilde{Q}^{r} X_{K}$ with ( $r, K$ ) inadmissible can be shown to decompose many of the $\mathrm{x}_{\mathrm{K}}$ with K admissible and $\ell(\mathrm{K})=2$. Madsen proved the following theorem; since use of the mixed Adem relations would not appreciably simplify his argument, we refer the reader to [15] for the proof.

Theorem 6.3. Let $p=2$. Then the following set is a basis for the $Z_{2}$-module of R-algebra indecomposable elements of $H_{*} S F$ :

$$
\left\{x_{2^{s}} \mid s \geq 0\right\} \cup\left\{x_{\left(2^{s}, 2^{s}\right)} \mid s \geq 0\right\} \cup\left\{x_{\left(2^{s} n+2^{s}, 2^{s} n\right)} \mid n \geq 1 \text { and } s \geq 0\right\}
$$

Observe that $\stackrel{\rightharpoonup}{\mathrm{X}}$ contains. precisely one element of this set in each degree $\geq 2$. Even if Conjecture 6. 2 is correct, the analog of the previous result when $p>2$ will have a considerably more complicated statement and proof. Even when $p=2$, determination of a defining set of R-algebra relations in terms of the displayed minimal set of generators would probably be prohibitively difficult.

We shall give a variant of Madsen's proof of Theorem 6.1. The argument is based on analysis of the \# decomposable elements of $H_{*} S F$, and we shall carry out this analysis simultaneously for all primes. In the process, we shall see where the gap in Tsuchiya's proof of Conjecture 6.2 occurs and shall make clear what remains to be done in order to prove that statement.

The following three propositions generalize results of Madsen [15] to the case of odd primes, and much of this material was stated without proof by Tsuchiya [38]. The key to these results is our analysis of the dual of the Dyer-Lashof algebra in I $\$ 3$.

Proposition 6.4. Let $\xi$ and $\widetilde{\xi}$ denote the $p^{\text {th }}$ power operations on $\mathrm{H}_{*} \breve{\mathrm{~F}}$ in the $*$ and $\#$ products respectively and let $\widetilde{\mathrm{F}}_{\mathrm{p} *}$ denote the union of the components $\widetilde{\mathrm{F}}_{\mathrm{pj}}$ for $\mathrm{j} \in \mathrm{Z}$. Then.
(i) If $x \in H_{*} \widetilde{F}_{p *}, \widetilde{\xi} x \in \operatorname{Im} \xi$.
(ii) If $\mathrm{y} \in \mathrm{H}_{*} \mathrm{SF}, \tilde{\xi}_{\mathrm{y} \in( }(\operatorname{Im} \xi) *[1]$; that is, any $\# \mathrm{p}^{\text {th }}$ power in $H_{*} \mathrm{SF}$ is also a $\underline{*}^{\text {th }}$ power.
(iii). If $p>2$ and $y \in H_{*} S F$ or $p=2$ and $y \in A X, \xi(y *[-1]) *[i] \in \operatorname{Im} \widetilde{\xi}$; that is, any $* p^{\text {th }}$ power in $H_{*} S F$ (of an element of $A X$ if $p=2$ ) is also a ${ }^{\|} \mathrm{p}^{\text {th }}$ power.

Proof. We first prove (i) when $x=Q^{I}[1]$. To this end, observe that the evaluation map $f: R \rightarrow H_{*} \widetilde{F}, f(r)=r[1]$, is a monomorphism of coalgebras with image closed under $\xi$ (obviously) and $\tilde{\xi}$ (by Proposition 1.6). We may therefore regard $\xi$ and $\tilde{\xi}$ as morphisms of coalgebras defined on $R$. We must show that the image of $\widetilde{\xi}: \mathrm{R}[\mathrm{k}] \rightarrow \mathrm{R}[\mathrm{pk}]$ is contained in the image of $\xi: R[p k-1] \rightarrow R[p k]$. Dually, it suffices to show that $\operatorname{Ker} \xi^{*} \subset \operatorname{Ker} \tilde{\xi}^{*}$. Now $\xi^{*}$ and $\tilde{\xi}^{*}$ are morphisms of algebras (which annihilate all odd degree elements if $p>2$ ), and it is immediate from Theorem I. 3.7 that $\xi^{*}$ is given on generators (of even degree if $p>2$ ) by

$$
\xi^{*}\left(\xi_{\mathrm{i}, \mathrm{pk}}\right)= \begin{cases}\xi_{\mathrm{i}, \mathrm{pk}-1} & \text { if } \mathrm{i}<\mathrm{pk} \\ 0 & \text { if } \mathrm{i}=\mathrm{pk}\end{cases}
$$

and, if $p>2$,

$$
\xi^{*}\left(\sigma_{i, j, p k-1}\right)= \begin{cases}\sigma_{i, j, p k-1} & \text { if } j<p k \\ 0 & \text { if } j=p k\end{cases}
$$

Since the degrees of $\xi_{\mathrm{pk}, \mathrm{pk}}$ and the $\sigma_{i, \mathrm{pk}, \mathrm{pk}}$ are not divisible by p , $\widetilde{\xi}^{*}$ also annihilates these elements, as required. By the mixed Cartan formula (together with the facts that operations below the $p^{\text {th }}$ power are identically zero and that $\operatorname{Im} \xi$ is a subalgebra of $\mathrm{H}_{*} \widetilde{\mathrm{~F}}$ under $*$ ),
$\widetilde{\xi}\left(x_{1} * x_{2}\right) \in \operatorname{Im} \xi$ whenever $\tilde{\xi}\left(x_{1}\right) \in \operatorname{Im} \xi$ and $\tilde{\xi}\left(x_{2}\right) \in \operatorname{Im} \xi$. This proves $(i)$, and (ii) follows from (i) by the mixed Cartan formula applied to the calculation of $\tilde{\xi}(x *[1]), \dot{x}=y *[-1]$. Part (iii) follows by dimensional considerations from (ii), part (i) of Theorems 5.1 and 5.2 , and the fact that $A X=A(X ; *)$ when $p=2$.

Part of the usefulness of the proposition lies in the fact that many linear combinations that arise in the analysis of our basic formulas turn out to be in the image of $\xi$.

Proposition 6.5. Let $x, y \in H_{*} \widetilde{F}$, with $y \in H_{*} \widetilde{F}_{p}$ * in (ii) and (iii).
Then
(i) $\quad \sum_{i=0}^{n}\left(Q^{n-i} x\right)\left(Q^{i} y\right) \in \operatorname{Im} \xi$
(ii) $\sum_{i=0}^{n}\left(Q^{n-i} x\right)\left(\widetilde{Q}^{i} y\right) \in \operatorname{Im} \xi$
(iii) $\sum_{i=0}^{n}\left(Q^{n-i} x\right)\left(\tilde{\nu}^{i} y\right) \in \operatorname{Im} \xi$.

Proof. We prove (iii); (i) and (ii) are similar but simpler. By
Proposition 1.6, Definition 3.2, the Nishida relations, and the change of dummy variables $m=i-j$, we find that
$\sum_{i=0}^{n} Q^{n-i} x \tilde{2}^{i} y=\sum_{i=0}^{n} \sum_{j} Q^{n-i+j}\left(x P_{*}^{j} \tilde{2}^{i} y\right)$
$=\sum_{i=0}^{n} \sum_{j, k} Q^{n-i+j}\left(x P_{*}^{j} \widetilde{Q}^{i+k} P_{*}^{k} y\right)$
$=\sum_{i=0}^{n} \sum_{j, k, \ell}(-1)^{j+\ell}(j-p \ell,(i+k)(p-1)-p j+p \ell) Q^{n-i+j}\left(x \widetilde{Q}^{i+k-j+\ell} P_{*}^{\ell} P_{*}^{k} y\right)$
$=\sum_{k, \ell, m} \sum_{i=0}^{n}(-1)^{i+\ell+m}(i-m-p \ell, k(p-1)+p m+p \ell-i) Q^{n-m}\left(x \tilde{Q}^{k+\ell+m} P_{*}^{\ell} P_{*}^{k} y\right)$ Fix ${ }^{\circ} \mathrm{k}, \mathrm{l}$, and m . Observe that $\mathrm{P}_{*}^{\mathrm{k}} \mathrm{y}=0$ if $2 \mathrm{kp}>\operatorname{deg} \mathrm{y}$ (or $2 \mathrm{k}>\operatorname{deg} \mathrm{y}$ if $\mathrm{p}=2$ ).

It follows easily that $Q^{n-m}\left(x \alpha^{n+\ell+m} P_{*}^{\ell} P_{*}^{k} y\right)=0$ unless $m+p \ell \geq 0$ and $\mathrm{k}(\mathrm{p}-1)+\mathrm{pm}+\mathrm{p} \ell \leq \mathrm{n}$. We may therefore let $i$ run over $m+p \ell \leq i \leq k(p-1)+p m+p \ell$ in the last sum. If we set $q=i-m-p l$, the constant becomes

$$
\sum_{q=0}^{(k+m)(p-1)}(-1)^{q}(q,(k+m)(p-1)-q)
$$

which is zero unless $\mathrm{k}+\mathrm{m}=0$. We therefore have

$$
\sum_{i=0}^{n} Q^{n-i} x \mathcal{L}^{i} y=\sum_{k, \ell} Q^{n+k}\left(x \tilde{Q}^{\ell} P_{*}^{\ell} P_{*}^{k} y\right)
$$

For any $z$, an easy excess argument gives $\widetilde{Q}^{\ell} P_{*}^{\ell} z=0$ unless $2 \ell p=\operatorname{deg} z$ (or $2 \ell=\operatorname{deg} z$ if $p=2$ ), when $\tilde{Q}^{\ell} P_{*}^{\ell} z=\tilde{\xi} P_{*}^{\ell}$. $\quad$ By (i) of the previous proposition, each $\tilde{Q}^{\ell} P_{*}^{\ell} P_{*}^{k} y$ is in $\operatorname{Im} \xi$. Since $\operatorname{Im} \xi$ is an ideal under \# (by Proposition 1.5) and is closed under the $Q^{3}$ (by the Cartan formula), the result follows.

We can now show that a variety of combinations of the operations $Q^{s}$, and $\tilde{Q}^{s}$ in $H_{*} \tilde{F}$ lead to elements which become decomposable under \# when translated to $\mathrm{H}_{*} \mathrm{SF}$. It will often be convenient to write $\mathrm{x} *$ [?] for translates of $x \in H_{*} \tilde{F}^{\prime}$; in such expressions, the unspecified number inside square brackets will always be uniquely determined by the context.

Proposition 6.6. Let $I_{j}$ denote the set of positive degree elements of $H_{*} \widetilde{F}_{j}$ and let $I_{p *}=\sum I_{p j}$ and $I=\sum I_{j}$. Define $D_{j} \subset I_{j}$ by

$$
D_{j}=\left\{x \mid x \in I_{j} \text { and } x *[1-j] \in I_{1} \# I_{1}\right\}
$$

and let $D=\sum D_{j}$. Then $D$ satisfies the following properties.
(i) $x * \xi y \in D$ if $x \in I_{p i}, y \in I_{j}$, and $j$ is even if $p=2$.
(ii) $x_{1} * \cdots * x_{r}+(-1)^{r}(x-1)!x_{1} \cdots x_{r} *[?] \in D$ if $x_{k}=Q^{I_{k}}[1] \in I$ for $1 \leq k \leq r$.
(iii) If $x_{k}=Q^{I_{k}}[1] \in I$ for $1 \leq k \leq r$ and $y_{\ell}=Q^{J_{\ell}}[1] \in I$ for $1 \leq \ell \leq s$, then

$$
\begin{aligned}
& \left(x_{1} * \cdots * x_{r}\right)\left(y_{1} * \cdots * y_{s}\right) \in D \text { if } 1 \leq r<s \text { and, if } r=s \\
& \left(x_{1} * \cdots * x_{r}\right)\left(y_{1} * \cdots * y_{r}\right)+(-1)^{r} r!(r-1)!x_{1} \cdots x_{r} y_{1} \cdots y_{r} *[?] \in D .
\end{aligned}
$$

(iv) $\sum_{i=0}^{n} Q^{n-i} x * Q^{i} y \in D$ if $x \in I$ and $y \in I$.
(v) $\sum_{i=0}^{n} Q^{n-i} x * \tilde{Q}^{i} y \in D$ if $x \in I$ and $y \in I p^{*}$.

Proof. The weight function takes on only finitely many values in any given degree, and the proofs of (i) and (ii) proceed by downwards induction on weight. For (i), Proposition 1.5 gives

$$
(x *[1-p i])(\xi y *[1-p j])=x * \xi y *[1-p i-p j]+x \xi y *\left[1-p^{2} i j\right]
$$

plus terms of the form $u * \xi v *[1-p k-p \ell]$ with $u \in I_{p k}, v \in I_{\ell}, \ell$ even if $p=2$, and wu $+\mathrm{pwv}>\mathrm{wx}+\mathrm{pwy}$. Either $\mathrm{x} \xi \mathrm{y}=0$ or, if $\operatorname{deg} \mathrm{x}=\mathrm{pq}$, $\mathrm{x} \xi \mathrm{y}=\xi\left(\mathrm{P}_{*}^{q} \mathrm{x} \cdot \mathrm{y}\right)$. When $\mathrm{p}=2$, Propositions 1.5 and 1.6 imply that $P_{*}^{q} x \cdot y *[1-2 i j] \in A \dot{X}$ (since $j$ is even). By Proposition 6.4(iii), $x \xi y$ is in $D$, and it follows that $x * \xi y$ is also in $D$. For (ii) and (iii), note first that $[\mathrm{pk}] \mathrm{x} \in \operatorname{Im} \xi$ for any $\mathrm{x} \in \mathrm{H}_{*} \widetilde{F}$ and any $k$ and that if $\mathrm{x}=\mathbb{Q}^{\mathrm{I}}[1]$ then $\sum x^{\prime} x^{\prime \prime} \in \operatorname{Im} \xi$ by (i) of the previous proposition. If $p i=\sum_{k=1}^{x-1} p^{\ell\left(I_{k}\right)}$ and $\mathrm{pj}=\mathrm{p}^{\ell\left(\mathrm{I}_{\mathrm{r}}\right)}$, then, modulo terms known to be $\#$-decomposable by (i),

$$
\left(\mathrm{x}_{1} * \ldots * \mathrm{x}_{\mathrm{r}-1} *[1-\mathrm{pi}]\right)\left(\mathrm{x}_{\mathrm{r}} *[1-\mathrm{pj}]\right)
$$

$$
\sum \pm x_{1}^{\prime} x_{r}^{(1)} * \ldots * x_{r-1}^{\prime} x_{r}^{(r-1)} * x_{1}^{\prime \prime} * \ldots * x_{r-1}^{\prime \prime} * x_{r}^{(r)} *[?]
$$

By the induction hypothesis on weight and by (i), all terms which have a * factor $x_{i}^{\prime \prime x_{r}}{ }_{r}^{(i)} \in I$ with either $0 \leq \operatorname{deg} x_{i}^{\prime}<\operatorname{deg} x_{i}$ or $0 \leq \operatorname{deg} X_{r}^{(i)}<\operatorname{deg} X_{r}$ add up to an element of $D$. Therefore the right side reduces modulo $D$ to
$\mathrm{x}_{1} * \cdots * \mathrm{x}_{\mathrm{r}} *[1-\mathrm{pi}-\mathrm{pj}]+\sum_{\mathrm{k}=1}^{\mathrm{r}-1} \pm \mathrm{x}_{\mathrm{k} \mathrm{x}_{\mathrm{r}}} * \mathrm{x}_{1} * \ldots * \mathrm{x}_{\mathrm{k}-1} * \mathrm{x}_{\mathrm{k}+1} * \ldots * \mathrm{x}_{\mathrm{r}-1} *[?]$.
By induction on weight (and, when $p=2$, by induction on $r$ for fixed weight) and by the commutativity of $\#$, the sum reduces modulo $D$ to
$(-1)^{r}(r-1)!x_{1} \cdots x_{r} *[?]$, as required. Part (iii) follows without difficulty from Proposition 1.5 and (i) and (ii). Parts (iv) and (v) are easy consequences of Proposition 1.5, the previous two propositions, and (i).

Part (ii) implies that all (p+1)-fold $\nsubseteq$ products in $H_{*} S F$ are decomposable under \# and allows us to express any element decomposable under * as a linear combination of elements of $X$ plus terms decomposable under \#. Parts (iii) and (iv) imply that $Q^{I}[1]\left(I_{p *} * I_{p *}\right) \subset D$ and $Q^{n}\left(I_{p *} * I_{p *}\right) \subset D$. Note that $D$ is obviously closed under the operations $\beta$ and $P_{*}^{s}$.

## Remark 6.7. When $p=2$, the arguments above are essentially those of

 Madsen [15], although his details depend on several assertions true only at 2 (and a few of his claims are marginally too strong; e.g. $\mathrm{I}_{2 *}\left(\mathrm{I}_{2 *} * \mathrm{I}_{2 *}\right) \mathrm{CD}$, not $I(I * I) \subset D)$. The key effective difference betweenthe cases $p=2$ and $\mathrm{p}>2$ comes from the factorial coefficients in Proposition 6.6.Proposition 6.8. The following congruences hold modulo D.
(i) $\quad \tilde{Q}^{r}(x *[1]) \equiv \tilde{Q}^{r} x *[?]+\mathbb{Q}^{r} x *[?]$ if $x \in I_{p} *$
(ii) $\vec{Q}^{r}(x *[p j]) \equiv \widetilde{Q}^{r} x *[?] \quad$ if $x \in I_{p *}$ and $j \equiv 0 \bmod p$.
(iii) $Q^{T}(x *[p j]) \equiv Q^{T} x *[?]$ if $x \in I_{p *}$ and $p>2$ or $j \equiv 0 \bmod 2$.
(iv) $\quad \tilde{Q}^{T}\left(x_{I}\right) \equiv x_{(r, I)}+\widetilde{Q}^{T} Q^{I}[1] *[?]$ if $d(I)>0$ and $\ell(I) \geq 2$.

Proof. Since $X_{I}=Q^{I}[1] *\left[1-p^{\ell(I)}\right]$ (where $I$ is not assumed to be admissible), (iv) will follow immediately from (i), (ii), and (iii). Part (i) holds since Propositions 6.5(i) and (ii) and 6.6 (ii), (iv), and (v) imply
that all * decomposable terms in the mixed Gartan formula for the evalua-
tion of $Q^{r}(x *[1])$ are in $D$, that $[j] Q^{r} y \equiv j Q^{r} y$ for any $\dot{y} \in I_{p *}$, and that $Q^{r}\left(x^{(1)} \ldots x^{(i)}\right) \in D$ for $i \geq 2$. For (ii), note first that all terms of the mixed Cartan formula for the evaluation of $\tilde{Q}^{r}(x *[p j])$ with a positive degree $*$ factor $\widetilde{Q}_{i}^{s}(y \otimes[p j]), \quad 0<i<p$, are in $D$ because all such $\widetilde{Q}_{1}^{s}(y \otimes[p j])$ involve products $z \cdot[p j]$ and are thus in $\operatorname{Im} \xi$. We claim that $\tilde{Q}^{\mathrm{r}}[\mathrm{pj}]$ is also in $\operatorname{Im} \xi$, and this will imply (ii). Obviously $[\mathrm{pj}]=Q^{0}[j]$, and the mixed Adem relations reduce to give

$$
\widetilde{Q}^{r} Q^{0}[j]=\sum Q^{0}[1] \tilde{Q}^{r} 0[j] * Q^{I_{1}^{-i}}[1] \tilde{Q}^{i}[j] \text { if } p=2
$$

and, if $p>2$,

$$
\tilde{Q}^{r} Q^{0}[j]=\sum 1^{r} 1_{2}^{r} \cdots[p-1]^{r} p-1
$$

$$
Q^{0}[1] \tilde{Q}^{r}[j] * Q^{r_{1}-i} 1[1] \widetilde{Q}^{i} l^{i}[j] * \ldots * Q^{r} p-1-i p-1[1] \widetilde{Q}^{i} p+1[j] * Q^{0}[1] Q^{r} p^{-i} p_{[1]} \tilde{Q}^{i} p[j]
$$

With $j \equiv 0 \bmod p$, Propositions 6.5(ii), 6. 4(iii), and 6.6(i) imply that $\tilde{Q}^{T} Q^{0}[j] \in \operatorname{Im} \xi$. Note that Proposition 6. 5(ii) would no longer apply with $j \neq 0 \bmod p$, hence that (ii) may well fail then (a point missed in [15] and [38], both of which neglect to consider possible terms arising from the $\tilde{Q}^{\underline{I}}[p j]$ ). Part (iii) holds by the Cartan formula, the fact that $Q^{T}[p j] \in \operatorname{Im} \xi$, and Propositions 6.4(iii) and 6.6(i).

Unfortunately, the mixed Adem relations appear not to simplify so pleasantly modulo $D$. We do have that one type of term drops out when $p>2$ however.

## Lemma 6. 9. If $p>2$ and $x \in I_{p *}$, then

$$
\tilde{2}^{r} \beta^{\varepsilon} Q^{s} x \equiv \sum(-1)^{\varepsilon_{1} \operatorname{deg} x^{\prime}} \tilde{Q}_{0}^{r_{0}, \varepsilon_{0}, s_{0}} x^{\prime} * \tilde{Q}_{1}^{r_{1}, \varepsilon_{1}, s_{1}}{ }_{x^{\prime \prime}} \bmod D
$$

: Proof. Comparison of Proposition 6.5(iii) to Theorem 3.3(v) shows that
$\mathcal{Z}_{2}^{r, \varepsilon}, s \in \operatorname{Im} \xi$. It follows by induction on the degree of $x$ that $\check{\mathrm{Q}}_{2}^{r, \varepsilon}, \mathrm{~s} x \in \operatorname{Im} \xi$ and thus that $\left[p^{p-2}-1\right] \tilde{Q}_{2}^{r, \varepsilon}, s_{x \in \operatorname{Im}} \xi$. The conclusion follows from Proposition 6.6(i).

Fortunately, we need only use a special case of the mixed Adem relations. The following result, which is now merely an observation, is the core of the proof of Theorem 6.1.

$$
\begin{aligned}
& \text { Proposition 6.10. Let } p=2 \text { and let } k=\ell(I) \geq 2 \text {. Then } \\
& \qquad \widetilde{Q}^{x} Q^{I}[1] \equiv \sum_{\ell(J)=k} a_{I, J} Q^{J}[1] *[?] \text { modulo } D .
\end{aligned}
$$

Proof. By Proposition 1. 7, we may write $Q^{I}[1]$ as a linear combination of elements $\left.Q^{s} 1\right] \ldots Q^{s_{k}}[1]$. By the Cartan formula, Corollary 3.5, and Proposition 6.6(iii),

$$
\tilde{Q}^{T}\left(Q^{s}{ }^{1}[1] \cdots Q^{s_{k}}[1]\right) \equiv \sum\left(\underset{i=1}{\times}\left(r_{i}-s_{i}-1, s_{i}\right)\right) Q^{r_{1}+s_{1}}[1] \cdots Q^{r_{k}+s_{k^{\prime}}}[1] *[?]
$$

the essential point being that the * decomposable summands of the $\widetilde{Q}^{T}{ }^{i} Q^{s}[1]$ make no contribution modulo $D$ since $I_{2 *}\left(I_{2 *} * I_{2 *}\right) \subset D$. The conclusion follows by Proposition 1. 6.

Propositions 6. 8 (iii) and 6.10 imply the first of the following corollaries, and the second follows from the first by induction on $\ell(\mathrm{I})$. It should be noted that neither of these corollaries requires restriction to admissible sequences $I$.

Corollary 6.11. Let $p=2$ and let $k=\ell(I) \geq 2$. Then

$$
\widetilde{Q}^{r} x_{I} \equiv x_{(r, I)}+\sum_{\ell(J)=k}{ }^{a} I_{1, J} x_{J} \text { modulo } I_{1}{ }^{\#} I_{1}
$$

Gorollary 6. 12. Let $P=2$ and let $I=(J, K), \ell(K)=2$. Then

$$
\tilde{Q}^{J} x_{K} \equiv x_{I}+\sum_{2 \leq \ell(L)<\ell(I)} c_{I, L} x_{L} \text { modulo } I_{I} \# I_{1}
$$

In view of Theorem 5.1, Gorollary 6. 12 implies Theorem 6.1.
We try to complete the proof of Conjecture 6.2 in the same way.
Proposition 6.13. Let $p>2$ and let $k=\ell(I) \geq 2$. Then
$\widetilde{Q}^{I} Q^{I}[1] \equiv \sum_{\ell(J)=k} a_{I, J} Q^{J}[1] *[?]+\sum_{\ell(K) \geq 2 k} b_{I, K} Q^{Q^{K}[1] *[?] \text { modulo } D . ~}$
Proof. By Proposition 1.7, we may write $Q^{I}[1]$ as a linear combination of elements $\beta^{\varepsilon}{ }^{1} Q^{s}{ }^{1}[1] \ldots \beta^{\varepsilon} k_{Q}{ }^{s}{ }^{k^{\prime}}$ [1]. We evaluate $\widetilde{Q}^{\mathrm{r}}\left(\beta^{\varepsilon}{ }^{1}{ }_{Q}{ }^{\mathrm{s}}{ }^{1}[1] \ldots{ }^{\varepsilon}{ }^{\varepsilon}{ }^{\mathrm{k}} \mathrm{Q}^{\mathrm{s}}{ }^{\mathrm{k}}\right.$ [1]) by the Cartan formula and Corollary 3.8. By Proposition 6. 7(iii), the only possible contributions modulo $D$ from *-decomposable summands of the $\tilde{Q}^{T} i_{\beta} \varepsilon_{i}{ }_{Q}{ }^{s}{ }^{i}$ [1] come from products of such summands with each other (and not with * indecomposable summands); such products lead to the sum written $\sum \mathrm{b}_{\mathrm{I}, \mathrm{K}} \mathrm{Q}^{\mathrm{K}}[1] *[?]$ with $\ell(\mathrm{K}) \geq 2 \mathrm{k}$. By Propositions 6.5(ii) and 6.4(iii), all terms which involve the $*$ indecomposable summands $-Q^{T}{ }_{\beta}{ }^{\varepsilon}{ }^{i} Q_{Q}{ }^{s}[1] *[?]$ of the $\widetilde{Q}^{T}{ }_{\beta}{ }_{\beta}{ }^{E}{ }_{Q}{ }_{Q}{ }^{s}[1]$ add ip to an element of the image of $\xi$ and thus to an element of $D$. We are left with the products of the * indecomposable summands which are multiples of the $\beta^{\varepsilon_{i}} Q_{i}{ }_{i}^{+a}{ }_{i}[1] *[?]$, and these lead to the sum written $\sum a_{I, J} Q^{J}[1] *[?]$ with $\ell(\mathrm{J})=\mathrm{k}$.

Corollary 6. 14. Let $\mathrm{p}>2$ and let $\mathrm{k}=\ell(\mathrm{I}) \geq 2$. Then

$$
\tilde{Q}_{\mathrm{Q}}^{x_{I}} \equiv x_{(r, I)}+\sum_{\ell(J)}=k, a_{I, J^{x}}+\sum_{\ell(K) \geq 2 k} b_{I, K_{K}} x_{K} \text { modulo } I_{1} \# I_{1} .
$$

: Unfortunately, we cannot go on to obtain an analog of Corollary 6. 12
since, upon application of iterated operations, the higher length terms can give
rise to successively lower length terms which might cancel with the desired dominant terms.

Tsuchiya $[38,4.6(3)]$ asserts that the $b_{I, K}$ are all zero, but the core of his argument (namely the last two sentences on page 308 and the next to last sentence on page 310) is stated without any indication of proof. He may conceivably be right, but a proof will surely require many pages of very careful computation. In view of Proposition 6. 7(ii) and (iii) and Corollary 3. $\overline{8}$, it would suffice (for example) to show that, for all $k \geq 2$,

$$
\begin{array}{r}
\sum i_{1}{ }^{r_{i_{1}}} \ldots i_{k}{ }^{r_{i_{k}}}\left(r_{i_{1}}, s_{i_{1}}-\varepsilon_{i_{1}}\right) \ldots\left(r_{i_{k}}, s_{i_{k}}-\varepsilon_{i_{k}}\right) \\
\varepsilon^{\varepsilon_{i_{1}}} Q^{t_{i_{1}}}[1] \ldots \beta^{\varepsilon_{i_{k}}}{ }^{t_{i_{k}}}[1] \in \operatorname{Im} \xi,
\end{array}
$$

where $0 \leq i_{1}<\ldots<i_{k} \leq p-1, r_{0}=0$ and $s_{0}=t_{0}>0$ when $i_{1}=0$, $r_{i_{j}}+s_{i_{j}}=t_{i_{j}}(p-1)>0$ when $i_{j}>0$, and the sum ranges over all such terms with corresponding $*$-monomial a summand of $\tilde{2}^{r} \beta^{\varepsilon} Q^{s}[1]$.

Note that this is definitely not implied by the much simpler statements of Proposition 6.5 (or by analogous proofs). Finally, it should be observed that Conjecture 6.2 could well be true even if some of the $b_{I, K}$ were actually non-zero.

[^1]
## §7. Homology operations for matrix groups

Let $A$ be a topological ring and let $G(n)$ be a topological subgroup of $G L(n, A)$ such that $G(i) \oplus G(j) \subset G(i+j)$ and $\Sigma_{n} \subset G(n)$. Let $I$ denote the category with objects the non-negative integers and with morphisms from $n$ to $n$ the elements of $G(n)$. Then $H$ is a sub permutative category of the category $\nLeftarrow \mathscr{A} A[R, V I \S 3$ and 5.2]; its classifying space $\mathrm{B} A=H \mathrm{BG}(\mathrm{n})$ is a $\mathscr{H}$-space over a certain- $\mathrm{E}_{\infty}$ operad $\mathcal{D}[\mathrm{R}, \mathrm{VI} .4 .1]$. The homology operations $Q^{T}$ on $B y$ are induced from the action maps

$$
\begin{equation*}
\mathscr{P}(\mathrm{p}) \times_{\Sigma_{\mathrm{p}}} \mathrm{BG}(\mathrm{n})^{\mathrm{P}} \cong \mathrm{~B}\left(\Sigma_{\mathrm{p}} \int \mathrm{G}(\mathrm{n})\right) \xrightarrow{\mathrm{BC}} \mathrm{PG}(\mathrm{pn}), \tag{1}
\end{equation*}
$$

where $c_{p}: \Sigma_{p} \int G(n) \rightarrow G(p n)$ is the homomorphism specified by

$$
\begin{equation*}
c_{p}\left(\sigma ; g_{1}, \ldots, g_{p}\right)=\left(g_{\sigma^{-1}(1)}^{\left.\oplus \ldots \oplus g_{\sigma^{-1}(p)}\right) \sigma(n, \ldots, n)}\right. \tag{2}
\end{equation*}
$$

for $\sigma \in \Sigma_{p}$ and $g_{i} \in G(n)$. (See I. 5.3 for our conventions on wreath products and [G.1.1 or R.VI.1.1] for the notations on the right-hand side.)

Let $\Gamma B /$ denote the $z_{\text {ero }}{ }^{\text {th }}$ space of the spectrum derived from
 component. There is a natural map $\quad: B H \rightarrow \Gamma B t$ which sends $\mathrm{BG}(\mathrm{n})$ to $\Gamma_{\mathrm{n}} \mathrm{B} \ell \mathrm{s}$ and which preserves the $\mathrm{E}_{\infty}$ structure [R, VII 3.1 and VIII 1.1]. Moreover, $i$ is a "group completion", so that
$\mathrm{H}_{*} \Gamma \mathrm{~B} / \mathcal{H}=\mathrm{GH}_{*} \mathrm{BH}$ as an AR-Hopf algebra with conjugation, G being the functor specified at the end of I §2. Less formally, $H_{*} \Gamma B \%$ is generated as an algebra under $*$ by $[-1]$ and $\frac{\|}{n \geq 1}{ }^{4} *^{H} *^{B G(n)}$, hence the $Q^{T}$ in $H_{*} \Gamma$, are entirely determined by those in $H_{*} B \&$ via Lemma $I_{0} 1,2$, which gives $Q^{T}[-1]=X Q^{T}[1]$, and the Cartan formula.

Of course, the operations in $H_{*} B$ \& can be computed by purely group (or representation) theoretic techniques in view of (1) and (2).

Now suppose that $A$ is commutative and that $G(i) \otimes G(j) \subset G(i j)$. Then $\mathcal{H}$ is a sub bipermutative category of $\not \mathscr{L} A$ [R,VI §3 and 5.2]. The operad $D$ acts on itself $[R, V I .2 .6]$, and $B \notin$ is a $(~ D, ~ 冃)$-space [ $R, V I .4 .4]$. The operations $\tilde{Q}^{8}$ on $B \%$ are induced from the action maps
(3)

$$
\rho(\mathrm{p}) \times_{\Sigma_{p}} B G(n)^{p} \cong B\left(\Sigma_{p} \int G(n)\right) \xrightarrow{B \tilde{c}_{p}} B G\left(n^{p}\right),
$$

where $\tilde{\mathrm{c}}_{\mathrm{p}}: \Sigma_{\mathrm{p}} \int \mathrm{G}(\mathrm{n}) \rightarrow \mathrm{G}\left(\mathrm{n}^{\mathrm{p}}\right)$ is the homomorh ism specified by

$$
\begin{equation*}
\tilde{c}_{p}\left(\sigma ; g_{1}, \ldots, g_{p}\right)=\left(g_{\sigma^{-1}(1)} \otimes \ldots \otimes g_{\sigma^{-1}(p)}\right) \sigma\left\langle n_{2} \ldots, n\right\rangle \tag{4}
\end{equation*}
$$

for $\sigma \in \Sigma_{p}$ and $g_{i} \in G(n)$. (See Definition 1.1 for the notations on the right.) Moreover, rB\& is an $E_{\infty}$ ring space and $1: B \neq-r B \neq$ respects both $E_{\infty}$ structures [R, VII. 2.4,4.1, and 4. 2]. The homology operations $\breve{\Omega}^{\mathbf{r}}$ in $\mathrm{H}_{*} \mathrm{\Gamma B} \%$ are entirely determined by those in $\mathrm{H}_{*} \mathrm{~B} / 4$ via Lemma 2.6, which specifies the operations $\widetilde{\Omega}^{T}[-1]$, and the mixed Cartan formula. Again, the operations $\widetilde{Q}^{T}$ in $H_{*} B^{\nexists y}$ can be computed by group theoretic techniques in view of (3) and (4).

We shall give a uniform general discussion of procedures for the explicit calculation of the $Q^{r}$ and $\widetilde{Q}^{r}$ in a number of special cases. We assume that $A$ is a (commutative) field which contains a primitive $P^{i}$ th root of unity $T$ for some $i \geq 1$ and we assume that $\not \subset$ is a sub bipermutative category of $\forall \mathscr{L} A$ such that $\tau \in G(1)$. Let $\pi_{i}$ be the cyclic group of order $P^{i}$ with generator $\sigma$ and let $\eta: \pi_{i} \rightarrow G(1)$ be the injection specified by $\eta(\sigma)=\tau$. Recall that $H_{*} B \pi_{i}$ has a basis consisting of standard elements $e_{s}$ of degree $s, s \geq 0$, and define $f_{s}=\eta_{*}\left(e_{s}\right) \in H_{*} B G(1)$. Here we agree to write $\zeta_{*}$ for the map on homology induced by the classifying map $B \zeta$ of a homomorphism $\zeta$.

Define elements (some of which may be zero)

$$
v_{s}=l_{*}\left(f_{s}\right) \in H_{*} \Gamma_{1} B \& \quad \text { and } \bar{v}_{s}=v_{s} *[-1] \in H_{*} \Gamma_{0} B H
$$

In particular, $\mathrm{v}_{0}=[1]$ and $\overline{\mathrm{v}}_{0}=[0]$. In many interesting cases, $H_{*} \Gamma \mathrm{~B} \neq$ is generated as an algebra under $*$ by $[-1]$ and the elements $v_{s}$,or, equivalently, $H_{*} \Gamma_{0} B \nmid 1$ is generated by the $\overline{\mathrm{v}}_{\mathrm{s}}$. Priddy [27] discovered a remarkably simple way of exploiting (1) and (2) to compute the operations $Q^{r} f_{s}$ and thus the operations $Q^{r} v_{s}$. Indeed, consider the following diagram of groups and homomorphisms, where $\pi$ is cyclic of order $p$ with generator $\rho, \mu$ is the evident shuffle isomorphism, $X_{n}: \pi \rightarrow \pi$ is specified by $x_{n}(p)=\rho^{n}, \zeta: \pi \rightarrow \pi_{i}$ is the injection $\zeta(\rho)=\sigma^{p^{i-1}}$, $\phi$ is the multiplication of $\pi_{i}$, and $\gamma$ denotes conjugation by a suitably chosen matrix (also denoted $\gamma$ ) in the normalizer $N G(p)$ of $G(p)$ in $G L(p, A)$.


Thinking of $T^{s} \in \mathscr{H}(1) \subset G L(1, A)$ as a scalar in $A$ and thinking of $\sigma^{r}(1, \ldots, 1)$ as a permutation matrix, we see that $\left(\rho^{r}, \sigma^{s}\right)$ maps to $T^{s} \gamma \sigma^{T}(1, \ldots, 1) \gamma^{-1}$ under $\gamma c_{p}\left(1 \int \eta\right)(1 \times \Delta)$ and to $\tau^{s} \operatorname{diag}\left(1, \tau^{p^{i-1} r}, \ldots, \tau^{p^{i-1} r(p-1)}\right)$ under the lower path. The charac-

that we can choose $Y \in G L(P, A)$ such that the diagram commutes when $\mathcal{H}=\sharp \mathscr{L} \mathrm{A}$, and the diagram will remain cormmutative for
if $\gamma$ can be chosen in $N G(p)$. If $\gamma$ is actually in $G(p)$, then
$B Y \simeq 1: B G(p) \rightarrow B G(p)$ and $\gamma_{*}=1$ on $H_{*} B G(p)$. The following result is due to Priddy [27] when $p=2$ and to Moore [24] when $p>2$ and $i=1$.

Theorem 7.1. Assume that the matrix $y$ can be chosen in NG(p). Then the following formulas evaluate the operations $Q^{r} f_{s}$.
(i) Let $p=2$ and $i=1$. Then, for $r>s \geq 0$,

$$
Q^{r} f_{s}=\sum_{j}(r-s-1, s-j) \gamma_{*}^{-1}\left(f_{j} * f_{r+s-j}\right)
$$

(ii) Let $p=2$ and $i>1$. Then $Q^{2 r+1_{f}}=0$ for $r, s \geq 0$ and, for $r>s \geq 0$,

$$
Q^{2 r_{f}}{ }_{2 s}=\sum_{j}(x-s-1, s-j) \gamma_{*}^{-1}\left(f_{2 j} * f_{2 r+2 s-2 j}\right)
$$

and

$$
Q^{2 r_{f}}{ }_{2 s+1}=\sum_{j}(r-s-1, s-j) \gamma_{*}^{-1}\left(f_{2 j} * f_{2 r+2 s+1-2 j}+f_{2 j+1} * f_{2 r+2 s-2 j}\right)
$$

(iii) Let $p>2$ and $i \geq 1$. Then, for $r \geq 0, s \geq 0$, and $\varepsilon=0$ or 1 ,

$$
\begin{gathered}
\sum_{k}(k, s-p k) Q^{r+k} f_{2 s+\varepsilon-2 k(p-1)} \\
=(-1)^{r} \sum\left(_{n=1}^{p-1} \chi^{r}{ }^{n}\left(r_{n}, s_{n}\right)\right) \gamma_{*}^{-1}\left(f_{2 s_{0}}+\varepsilon_{0} * f_{2 r_{1}+2 s_{1}+\varepsilon_{1}}^{\left.* \cdots * f_{2 r_{p-1}}+2 s_{p-1}+\varepsilon_{p-1}\right),}\right.
\end{gathered}
$$

where the right-hand sum ranges over all sets of triples ( $r_{n}, \varepsilon_{n}, s_{n}$ ),
$0 \leq n<p$, with $r_{0}=0, r_{n} \geq 0, s_{n} \geq 0, \varepsilon_{n}=0$ or 1 , and with termwise sum
( $\mathrm{r}(\mathrm{p}-1), \varepsilon, \mathrm{s})$; moreover, if $\gamma_{*}=1$,

$$
Q^{x} f_{2 s+\varepsilon} \equiv-(-1)^{r+s}(s, r-s-1) f_{2 x(p-1)}+2 s+\varepsilon^{*}[p-1]
$$

modulo elements decomposable under *

Proof. Apply the classifying space functor to the diagram (*) and pass to homology. As Hopf algebras, $H^{*} B \pi_{i}=P\left\{e_{1}^{*}\right\}$ if $p=2$ and $i=1$ and $H^{*} B \pi_{i}=P\left\{\beta_{i} e_{1}^{*}\right\} \otimes E\left\{e_{1}^{*}\right\}$ if $p>2$ or if $p=2$ and $i>1$ (e.g., by [8, p. 85-86]); $\left\{e_{\mathbf{s}}\right\}$ is the evident dual basis, and we read off formulas for the product $\phi_{*}$, coproduct $\Delta_{*}$, and Steenrod operations $P_{*}^{k}$ on $H_{*} B \pi_{i}$ by dualization. When $p>2$, the resulting formulas are clearly independent of i. In $(*),(1 \times \Delta)_{*}$ is evaluated in terms of the $P_{*}^{k} e_{s}$ in [A, Proposition 9.1], and $\left(1 \int \eta\right)_{*}$ can be read off from $\eta_{*}$ by [A, Lemma
1.3]. $\left.\nmid(\dot{( }) x_{0} \times 1\right): \pi \times \pi_{i} \rightarrow \pi_{i}$ is just the projection on the second factor, while $X_{n *}\left(e_{2 r-\varepsilon}\right)=n^{r} e_{2 r-\varepsilon}$ for $0<n<p$ by the proof of [A,Lemma 1.4]. For $i=1, \zeta=1$ on $\pi=\pi_{1} ;$ for $i>1, \zeta_{*}: H_{*} B \pi \rightarrow H_{*} B \pi_{i}$ is given by $\zeta_{*}\left(e_{2 r}\right)=e_{2 r}$ (e.g., by direct comparison of the standard resolutions or by a Chern class argument) and $\zeta_{*}\left(e_{2 r-1}\right)=0$ (because $\beta e_{2 r}=0$ in $H_{*} B \pi_{i}$ ). In particular, comparison of the diagrams (*) for $i=1$ and $i>1$ shows that our formulas for $i=1$ and $s$ even imply our formulas for $i>1$ and $s$ even. When $p=2$, note for consistency that ( $x-s-1, s-j) \equiv(2 r-2 s-1,2 s-2 j)$ $\bmod 2$. To prove (i), chase $e_{r} \otimes e_{S}$ around the diagram. The resulting formula is

$$
\sum_{k}(k, s-2 k) Q^{r+k_{f}} f_{s-k}=\sum_{j}(r, s-j){\gamma_{*}^{-1}}\left(f_{j} * f_{r+s-j}\right)
$$

This formula is precisely analogous to that obtained with $x=[1]$ in the mixed Adem relations, and the derivation of formula (i) is formally identical to the proof of Corollary 3.5. (Priddy [27] reversed this observation, deriving our Corollary 3.5 from his proof of (i).) In (ii), $Q^{2 r+1} f_{s}=0$ holds by induction on $s$ since, inductively, $e_{2 r+1} \otimes e_{s}$ maps to $Q^{2 r+1} f_{s}$ along the top of (*) and to zero along the bottom (because $\zeta_{*}\left(e_{2 r+1}\right)=0$ ). The formula for $Q^{2 r_{f}}{ }_{2 s}$ follows from (i) and that for $Q^{2 r_{f}}{ }_{2 s+1}$ is
proven by chasing $e_{2 r} \otimes e_{2 s+1}$ around the diagram to obtain the formula

$$
\sum_{k}(k, s-2 k) Q^{2 r+2 k f_{2 s+1-2 k}}=\sum_{j}(r, s-j) \gamma_{*}^{-1}\left(f_{2 j} * f_{2 r+2 s+1-2 j}+f_{2 j+1} * f_{2 r+2 s-2 j}\right)
$$

and again formally repeating the argument used to prove Corollary 3.5. Finally, the first part of (iii) is proven by chasing (-1) ${ }^{r} e_{2 r(p-1)} \otimes e_{2 s+\varepsilon}$ around the diagram and the second part follows from the first by an application of Lemma 3.7 along precisely the same lines as the proof of Corollary 3.8.

Moore [24] goes further and derives closed formulas for the $Q^{r} f_{2 s+\varepsilon}$, keeping track of the $*$-decomposable summands.

Determination of the operations $\widetilde{\Omega}^{r_{f}}{ }_{s}$ is much simpler. Since $\eta: \pi_{i} \rightarrow G(1)$ is a homomorphism of topological Abelian groups, it and $B \eta_{1}: B \pi_{i} \rightarrow B G(1)$ are infinite loop maps. By [R,VI. 4.5], $B G(1)$ is a sub $\mathrm{E}_{\infty}$ space of B 列 with its tensor product $\mathrm{E}_{\infty}$ structure. By Lemma I.6.1, we therefore have the following result.

Lemma 7. 2. $\check{Q}^{{ }^{\prime}} \mathrm{f}_{\mathrm{s}}=0$ unless both $\mathrm{r}=0$ and $\mathrm{s}=0$ (when $\left.\widetilde{\Omega}^{0}[1]=[1]\right)$.

In summary, when $H_{*}$ TB $\%$ is generated as an algebra under * by $[-1]$ and the elements $v_{s}=\iota *\left(f_{s}\right)$, its operations $Q^{r}$ are determined by $Q^{T}[-1]=X Q^{T}[1]$, by Theorem 7.1, and by the Cartan formula while its operations $\widetilde{Q}^{r}$ are determined by $\widetilde{Q}^{T}[-1]=Q^{r}[1] *[-1]$ if $p=2$, by $\widetilde{Q}^{0}[-1]=[-1]$ and $\widetilde{Q}^{r}[-1]=0$ when $r>0$ if $p>2$, by Lemma 7.2 , and by the mixed Cartan formula.
§8. The orthogonal, unitary, and symplectic groups

We turn to examples to which the procedures of the preceding section apply. Consider first the bipermutative categories $O \subset \mathscr{L} \mathbb{R}$ and UCALC of orthogonal and unitary groups and the additive permutative category \& $\mathcal{L}$ of symplectic groups [R, VI. 5.4]. Of course, $\Gamma_{0} B O \simeq B O$ and $\Gamma_{0} B U \simeq B U$, but the essential fact is that the machine-built spectra of [R, VII§3], which we denote by $k O$ and $k U$, are equivalent to the connective ring spectra associated to the periodic Bott spectra and so represent real and complex connective K-theory [R, VIII. 2. 1]. The weaker assertion that the maps (7.1) are compat ible up to homotopy with the $E_{\infty}$ actions on $B O \times Z$ and $B U X Z$ regarded as the zero ${ }^{\text {th }}$ spaces of the Bott spectra is an unpublished theorem of Boardman.

To apply the theory of the previous section, we define $\eta: \pi \rightarrow U(1)$ by means of a primitive complex $p^{\text {th }}$ root of unity for each prime $p$. For $p=2$, we define $\eta: \pi \rightarrow O(1)$ to be the obvious identification. It is trivial to check that the matrix $\gamma$ needed to make the diagram (*) commute can be chosen in $U(p)$ in the former case and in $O(2)$ in the latter case. We will thus have $\gamma_{*}=1$ in the formulas of Theorem 7.1. Recall that $f_{s}=\eta_{*}\left(e_{s}\right), \quad v_{s}=\iota_{*}\left(f_{s}\right)$, and $\bar{v}_{s}=v_{s} *[-1]$. We recollect a few standard facts about the homologies of $\mathrm{BO}, \mathrm{BU}$, and BSp in the following theorem. It will be clear from these facts that the result of the previous section in principle determine all operations $Q^{T}$ for $\Gamma B \sigma^{\prime}, \Gamma B U$, and $\Gamma B \&_{p}$ and all operations $\breve{Q}^{r}$ for $\Gamma B O$ and $\Gamma B U$. Note that the standard functors

$$
\mu: U \rightarrow \theta, v: \theta \rightarrow U, \mu: A_{p} \rightarrow U, \text { and } v: U \rightarrow A_{p}
$$

are all morphisms of additive permutative categories, and complexifi-
cation $v: \theta \rightarrow U$ is a morphism of bipermutative categories.

Theorem 8.1. The following statements hold in mod $p$ homology.
(i) In $\mathrm{H}_{*} \mathrm{BU}(1), \mathrm{f}_{2 \mathrm{~s}+1}=0$ and $\left\{\mathrm{f}_{2 \mathrm{~s}}\right\}$ is the standard basis; $\mathrm{H}_{*} \mathrm{BU}=\mathrm{P}\left\{\overline{\mathrm{V}}_{2 \mathrm{~s}} \mid \mathrm{s} \geq 1\right\}$ as an algebra under $*$.
(ii) Let $p=2$. In $H_{*} \mathrm{BO}(1),\left\{f_{s}\right\}$ is the standard basis; $H_{*} B O=P\left\{\bar{v}_{s} \mid s \geq 1\right\}$ as an algebra under *. Moreover; $v_{*}: \mathrm{H}_{*} \mathrm{BO}(1) \rightarrow \mathrm{H}_{*} \mathrm{BU}(1)$ sends $f_{s}$ to $\mathrm{f}_{\mathrm{s}}$ and $\mu_{*}: \mathrm{H}_{*} \mathrm{BU}(1) \rightarrow \mathrm{H}_{*} \mathrm{BO}(2)$ sends $f_{2 s}$ to $f_{s} * f_{s}$.
(iii) Let $\mathrm{p}>2$. Define $\overline{\mathrm{u}}_{4 \mathrm{~s}}=(-1)_{\mu_{*}}\left(\overline{\mathrm{v}}_{4 \mathrm{~s}}\right) \in \mathrm{H}_{*}$ BO. Then $H_{*} B O=P\left\{\bar{u}_{4 s} \mid s \geq 1\right\}$ and $v_{*}\left(\bar{u}_{4 s}\right)=\sum_{i+j=2 s}(-1)^{i} \bar{v}_{2 i} * \bar{v}_{2 j} \in H_{*} B U$.
(iv) Define $\overline{\mathrm{z}}_{4 \mathrm{~s}}=(-1)^{\mathrm{s}} \nu_{*}\left(\overline{\mathrm{v}}_{4 \mathrm{~s}}\right) \in \mathrm{H}_{*} \mathrm{BSp}$. Then $H_{*} \mathrm{BSp}=P\left\{\overline{\mathrm{z}}_{4 \mathrm{~s}} \mid \mathrm{s} \geq 1\right\}$ and $\mu_{*}\left(\bar{z}_{4 s}\right)=\sum_{i+j=2 s}(-1)^{i} \bar{v}_{2 i} * \bar{v}_{2 j} \in H_{*} B U$.

To illustrate the use of Theorem 7.1, we consider $H_{*} \mathrm{BO}$ when $p=2$. We think of $B O$ and $\Gamma_{0} B O$ and we have $Q^{r} \bar{v}_{s}=\sum_{i+j=r} Q^{i} v_{s} * Q^{j}[-1]$ by the Cartan formula. $Q^{0}[-1]=[-2]$ and, for $\mathrm{j}>0$,

$$
Q^{j}[-1]=\chi Q^{j}[1]=Q^{j}[1] *[-4]+\sum_{i=1}^{j-1} Q^{i}[1] * \chi Q^{j-i}[1] *[-2]
$$

Clearly this formula can be solved recursively for $Q^{j}[-1]$ in terms of the $Q^{i}[1]$ for $i \leq j$. Finally, Theorem 7.1 gives

$$
Q^{r} v_{s}=\sum_{j}(r-s-1, s-j) v_{j} * v_{r+s-j} \text {, hence } Q^{r}[1]=v_{r} *[1]
$$

In particular, $Q^{T} \overline{\mathrm{~V}}_{\mathrm{S}} \equiv(\mathrm{r}-\mathrm{s}-1, \mathrm{~s}) \overline{\mathrm{V}}_{\mathrm{I}+\mathrm{s}}$ modulo * decomposable elements. Kochman [13, .p. 133] and Priddy [27, § 2] give tables of explicit low
dimensional calculations of the $Q^{\mathbf{r}} \overline{\mathrm{V}}_{\mathrm{s}}$.
Remarks 8.2. The first calculations of the homology operations $Q^{r}$ of the classifying spaces of classical groups were due to Kochman [13]. Actually, although Theorem 7.1 is a considerable improvement on his result [13, Theorem 6], there is otherwise very little overlap between the material above and his work. His deepest results are most naturally expressed in terms of the dual operations $Q^{T}{ }^{\top}$ in cohomology. In particular, he proved that, on the Chern and Stiefel-Whitney classes,

$$
Q_{*}^{r} c_{s}=(-1)^{r+s}(s-r(p-1)-1, p r-s) c_{s-r(p-1)}
$$

and

$$
Q_{*}^{r} W_{s}=(s-r-1,2 r-s) W_{s-r}
$$

Due to the awkward change of basis required to relate the bases for $\mathrm{H}_{*} \mathrm{BO}$ and $\mathrm{H}_{*} \mathrm{BU}$ given in Theorem 8.1 with those given by the duals to monomials in the Chern and Stiefel-Whitney classes, it is quite difficult to pass back and forth algebraically between the formulas of Theorem 7.1 and those just stated. To illustrate the point, we note that Theorem 7.1 gives
whereas Kochman's result [13, Theorem 22] gives $Q^{T}[1]=\left(c_{p-1}^{r}\right)^{*} *[p]$. Remarks 8.3 (i) Well before the theory of $E_{\infty}$ ring spaces was invented, Herrero [8] determined the operations $\tilde{\Omega}^{\underline{r}}$ in $H_{*}(\mathrm{BO} \times \mathrm{Z})$ and $\mathrm{H}_{*}(\mathrm{BU} \times \mathrm{Z})$ by proving all of the formulas of sections 1 and 2 relating the products * and $\#$ and the operations $Q^{T}$ and $\widetilde{Q}^{r}$ and proving Lemma 7:2. She worked homotopically, using models for $B O \times Z$ and $B U \times Z$
defined in terms of Fredholm operators (and it does not seem likely that any such models are actually $\mathrm{E}_{\infty}$ ring spaces).
(ii) While the mixed Adem relations are not required for the evaluation of the $\widetilde{Q}^{\mathrm{r}}$ on $\mathrm{H}_{*} \Gamma \mathrm{FB}$ and $\mathrm{H}_{*} \Gamma \mathrm{BU}$, they are nevertheless available.

Tsuchiya $[38,4.17]$ asserted what amounts to a simplification of these
relations for $\tilde{Q}^{T} Q^{s}[1]$ in $H_{*} \Gamma B U, p>2$, but his argument appears to be incorrect (as it appears to require the composites $\pi \times \pi \xrightarrow{\emptyset} \pi \xrightarrow{\varepsilon} U(\mathrm{p})$ and $\pi \times \pi \xrightarrow{\eta \times \varepsilon} U(1) \times U(p) \xrightarrow{\otimes} U(p)$ to be equivalent representations, where $E$ is the regular representation).

Let $\mathrm{BO}_{\otimes}$ and $B U_{\otimes}$ denote $\Gamma_{1} B O$ and $\Gamma_{1} B U$ regarded as $E_{\infty}$ spaces and thus infinite loop spaces under $\otimes$. By [R, IV.3.1],
$\mathrm{BO}_{\otimes} \simeq \mathrm{BO}(1) \times \mathrm{BSO}_{\otimes}$ and $\mathrm{BU}_{\otimes} \simeq \mathrm{BU}(1) \times \mathrm{BSU}_{\otimes}$ as infinite loop spaces. We shall need to know $\mathrm{H}_{*} \mathrm{BSO}_{\otimes}$ as an algebra in section 10. Adams and Priddy [2] have proven that the localizations of BSO and $\mathrm{BSO}_{\otimes}$ and of BSU and $\mathrm{BSU}_{\otimes}$ at any given prime p are equivalent as infinite loop spaces, and we could of course obtain the desired information from this fact. However, to illustrate the present techniques, we prefer to give a quick elementary calculation. We first recall some standard facts about Hopf algebras.

Lemma 8.4. Let A be a connected commutative Hopf algebra of finite type over $Z_{p}$ which is concentrated in even degrees if $p>2$. If all primitive elements of $A$ have infinite height, then $A$ is a polynomial algebra.

Proof. By Borel's theorem, $A \cong \bigotimes_{i \geq 1} A_{i}$ as an algebra, where $A_{i}$ has a single generator $a_{i}$ and $\operatorname{deg} a_{i} \leq \operatorname{deg} a_{j}$ if $i<j$. By induction on $i$, each $a_{i}$ has infinite height since either $a_{i}$ is primitive or $\psi\left(a_{i}\right)$
has infinite height (by application of the induction hypothesis to the calculation of its $\mathrm{p}^{\mathrm{n}}$ 袘 powers).

Note that the hypothesis on primitives certainly holds if $A$ is a sub Hopf algebra of a polynomial Hopf algebra. We shall later want to use this lemma in conjunction with the following result of Milnor and Moore [23, 7. 21].

Lemma 8.5. Let $A$ be a connected commutative and cocommutative Hopf algebra of finite type over $Z_{p}, p>2$. Then $A \cong E \otimes B$ as a Hopf algebra, where $E$ is an exterior algebra and $B$ is concentrated in even degrees.

## We also need the following useful general observations.

Lemma 8.6. Let $X$ be an $E_{\infty}$ ring space and let $X \in \tilde{H}_{*} X_{0}$ be a primitive element. Then $\widetilde{Q}^{T}(x *[1])=\widetilde{Q}^{T} x *[1]+Q^{T} x *[1]$ for all $r$. In particular, $\widetilde{\xi}(x *[1])=\widetilde{\xi}(x) *[1]+\xi(x) *[1]$, where $\widetilde{\xi}$ and $\xi$ are the $p^{\frac{\text { th }}{}}$ power operations in the $\#$ and $*$ products. Moreover, the $\frac{\#}{\pi}$ product of two primitive elements of $H_{*} X_{0}$ is again primitive, and the \# product of a primitive and a *-decomposable element of $\tilde{H}_{*} \mathrm{X}_{0}$ is zero.

Proof. For $0<i<p-1$, the terms $\widetilde{\mathbb{Q}}_{i}{ }^{T}(x \otimes[1])$ of the mixed Cartan formula are zero since $x \cdot[0]=0$. The first part follows, and the last part is also immediate from $\mathrm{x} \cdot[0]=0$.

Proposition 8.7. $\mathrm{H}_{*} \mathrm{BSO}_{\otimes}$ and $\mathrm{H}_{*} \mathrm{BSU} \otimes$ are polynomial algebras. Proof. For $\mathrm{p}>2, v_{*}: \mathrm{H}_{*} \mathrm{BSO}_{\otimes} \rightarrow \mathrm{H}_{*} \mathrm{BSU}_{\otimes}$ is a monomorphism of Hopf algebras (by translation of Theorem 8.1 (iii) to the 1-components), hence it suffices to consider $\mathrm{BSU}_{\otimes}$ for all p and $\mathrm{BSO}_{\otimes}$ for $\mathrm{p}=2$. Since the two arguments are precisely the same, we consider only $\mathrm{BSU}_{\otimes}$ Let $p_{n}=\sum_{j=1}^{n-1}(-1)^{j+1} \bar{v}_{2 j} * p_{n-j}+(-1)^{n+1} n \bar{v}_{2 n}$ be the basic primitive
element in $\mathrm{H}_{2 n} \mathrm{BU}$. We shall prove that $\widetilde{\xi}\left(\mathrm{p}_{\mathrm{n}}\right)=0$ for $\mathrm{n}>1$. Since $\left\{p_{n} *[1] \mid n>1\right\}$ is a basis for $\mathrm{PH}_{*} B S U_{Q}$ and since the $p_{n}$ certainly have infinite height under $*$, the result will follow from Lemmas 8.4 and 8.6. Since $p_{1}=v_{1} *[-1]$ and $\widetilde{\xi}\left(v_{1}\right)=0, \widetilde{\xi}\left(p_{1}\right)=-\xi\left(p_{1}\right)$ by Lemma 8.6. Since $p_{i} P_{j}$ is primitive, $p_{1}^{j}=c_{j} p_{j}$ with $c_{j} \neq 0$ for $2 \leq j \leq p$. Since

$$
p_{1}^{p+1}=p_{1}^{p} p_{1}=\tilde{\xi}\left(p_{1}\right) p_{1}=-\xi\left(p_{1}\right) p_{1}=0
$$

by Proposition 1.5 (iii), it follows that $\widetilde{\xi}\left(p_{j}\right)=0$ for $2 \leq j \leq p$. Again, since $p_{i} p_{j}$ is primitive, we necessarily have $\widetilde{\xi}\left(p_{n}\right)=k_{n} p_{p n}=k_{n} \xi\left(p_{n}\right)$ for some $k_{n} \in Z_{p}$, and then

$$
\widetilde{\xi}\left(P_{*}^{i} p_{n}\right)=P_{*}^{p i} \tilde{\xi}\left(p_{n}\right)=k_{n} P_{*}^{p i} \xi\left(p_{n}\right)=k_{n} \xi\left(P_{*}^{i} p_{n}\right)
$$

$P_{*}^{i} p_{n}=(i, n-p i-1) p_{n-i(p-1)}$, and a standard calculation shows that for $n>p$, either $P_{*}^{i} p_{n} \neq 0$ for some $i>0$ or else $n=m p^{r}$ with $1 \leq m \leq p-1$ and $r \geq 1$, in which case $P_{n}=a P_{*}^{k} P_{n+k(p-1)}$ and $P_{*}^{\ell} p_{n+k(p-1)} \neq 0$ for some $\mathrm{k}<\ell$ and $\mathrm{a} \neq 0$. It follows by induction on n that all $\mathrm{k}_{\mathrm{n}}=0$.

In the case $p=2$, explicit algebra generators in terms of the standard basis for $\mathrm{H}_{*} \mathrm{BO}_{\otimes}$ (obtained by translation to the 1-component from Theorem 8. 1) will be given in Remarks 12.7.
§9. General linear groups of finite fields
As explained in [R,VIII §1], when A is a discrete ring the zero component $\Gamma_{0} B \%$ 身A of the infinite loop space $\Gamma \mathrm{B}$ 身 A is equivalent to Quillen's plus construction on BGLA and its homotopy groups are therefore Quillen's algebraic K-groups of A.

Let $\mathrm{k}_{\mathrm{r}}$ be the field with $\mathrm{r}=\mathrm{q}^{\mathrm{a}}$ elements, $\mathrm{q} \neq \mathrm{p}$. We shall recall (and give an addendum to) Quillen's calculation of $H_{*} \Gamma B \not \subset h^{\prime} k_{r}$ [29] and shall show that the procedures of section 7 again suffice for the computation of both types of homology operations. We shall also compute $H_{*} \Gamma \mathrm{~B} \dot{\mathscr{H}} \mathscr{\mathscr { L }} \mathrm{k}_{\mathrm{r}}$ as an algebra under \#.

Via Brauer lifting and the Frobenius automorphism, these calculations translate to give information about spaces of topological interest. We shall utilize this translation to study the odd primary homology of Coker J, $B(S F ; k O)$, and BTop in the next section.

Let $d$ be the smallest positive number such that $r^{d} \equiv 1 \bmod p$ and Let $r^{d}-1=p^{i} t$ with $t$ prime to $p$. Let $\mu_{p}$ be the group of $p^{\text {th }}$ roots of unity in the algebraic closure $\bar{k}_{q}$ of $k_{r}$ and let $k_{r}\left(\mu_{p}\right)$ be the extension over $k_{r}$ generated by $\mu_{p}$. Clearly $k_{r}\left(\mu_{p}\right)$ has degree $d$ over $k_{r}$, hence its multiplicative group is cyclic of order $r^{d}-1$ and contains a primitive $p^{i}$ th root of unity $\tau$. Define $\eta: \pi_{i} \rightarrow G L\left(1, k_{r}\left(\mu_{p}\right)\right)$ by $\eta(\sigma)=\tau$. As in section 7, set $f_{s}=\eta_{*}\left(e_{s}\right), v_{s}=\imath_{*}\left(f_{s}\right) \in H_{*} \Gamma_{1} B M \mathscr{K} k_{r}\left(\mu_{p}\right)$, and $\overline{\mathrm{v}}_{\mathrm{s}}=\mathrm{v}_{\mathrm{s}} *[-1]$. Define a morphism of additive permutative categories

$$
\mu: \Leftrightarrow \nsim \mathrm{k}_{\mathrm{r}}\left(\mu_{\mathrm{p}}\right) \rightarrow \& \dot{\alpha} \mathrm{k}_{\mathrm{I}}
$$

by $\mu(n)=d n$ on objects, with $\mu: G L\left(n, k_{r}\left(\mu_{p}\right)\right) \rightarrow G L\left(d_{n}, k_{r}\right)$ specified by fixing a basis for $k_{r}\left(\mu_{p}\right)$ over $k_{r}$, using it to identify $k_{r}\left(\mu_{p}\right)$ with $k_{r}^{d}$ as a $k_{r}$-space, and then identifying $k_{r}\left(\mu_{p}\right)^{n}$ with $k_{r}^{d n}=\left(k_{r}^{d}\right)^{n}$. The Galois
group of $k_{r}\left(\mu_{p}\right)$ over $k_{r}$ is cyclic of order $d$ with generator the Frobenius automorphism $\phi^{T}, \phi^{T}(z)=z^{T}$, and it is easy to see that $\mu \circ \phi^{\mathrm{r}} \circ \eta=\alpha \circ \mu \circ \eta$, where $\alpha: G L\left(\mathrm{~d}, \mathrm{k}_{\mathrm{r}}\right) \rightarrow \mathrm{GL}\left(\mathrm{d}, \mathrm{k}_{\mathrm{r}}\right)$ is a suitably chosen inner automorphism. It follows that $\mu_{*}\left(f_{s}\right)=0$ unless $s \equiv 0$ or $s \equiv-1$ mod 2d. Finally, note that the inclusion of $k_{r}$ in $k_{r}\left(\mu_{p}\right)$ induces a morphism of bipermutative categories

$$
v: \$ \mathscr{L} \mathrm{k}_{\mathrm{r}} \rightarrow \$ \mathscr{L} \mathrm{k}_{\mathrm{r}}\left(\mu_{\mathrm{p}}\right) .
$$

With these notations we have the following theorem, all but the last statement of which is due to Quillen [29].

$$
\text { Theorem 9.1. } H_{*} \Gamma_{0} B H \mathcal{L}_{I}=P\left\{\mu_{*} \bar{v}_{2 d s} \mid s \geq 1\right\} \otimes E\left\{\mu_{*} \overline{\mathrm{v}}_{2 \mathrm{ds}-1} \mid \mathrm{s} \geq 1\right\}
$$

$$
\text { as an algebra under } * \text {. Moreover, for } s \geq 1 \text { and } \varepsilon=0 \text { or } 1
$$

$$
v_{*}{ }^{\mu}\left(f_{2 d s-\varepsilon}\right)=\sum_{\substack{s_{0}+\ldots+s_{d-1}=2 d s}}^{\varepsilon_{0}^{\varepsilon_{0}+\ldots+\varepsilon_{d-1}=\varepsilon}}
$$

Proof. We must analyze $v \mu: G L\left(1, k_{r}\left(\mu_{p}\right)\right) \rightarrow G L\left(d, k_{r}\left(\mu_{p}\right)\right) . \quad$ We
claim that the following diagram commutes, where $\delta$ denotes conjugation by a suitably chosen matrix:


Let $k_{r}(\tau) \subset k_{r}\left(\mu_{p}\right)$ be the subfield generated by $T$. Since $d$ is minimal such that $\left(\phi^{\dot{r}}\right)^{d}(\tau)=\tau$, the degree of ${k_{r}}_{r}(\tau)$ over $k_{r}$ is $d$ and thus $k_{r}(\tau)=k_{r}\left(\mu_{P}\right)$. We may therefore choose $\left\{1, \tau, \ldots, \tau^{d-1}\right\}$ as our basis for $k_{r}\left(\mu_{p}\right)$ over $k_{I}$. If $g(x)=\sum_{j=0}^{d} c_{j} x^{j}, c_{d}=1$, is the minimal poly-
nomial over $k_{r}$ satisfied by $\tau$, then the matrix $\mu(T)$ is obviously the
companion matrix of $g(x)$. This remains true for $\nu \mu(\tau)$, but here, as a polynomial with entries in $k_{x}\left(\mu_{p}\right)$,

$$
g(x)=\underset{b=0}{\underset{x}{x}\left(x-\tau^{r}\right)} \underset{b=0}{\stackrel{d-1}{x}}\left(x-\left(\phi^{r}\right)^{b}(\tau)\right)
$$

Our claim follows. We may restrict $\phi^{r}$ to $\pi_{i}$, and we see that $\not \phi_{*}^{r}\left(e_{2 s-\varepsilon}\right)=r^{s} e_{2 s-\varepsilon} \quad$ by a trivial calculation with the standard resolutions $[8$, p. 86$]$ when $s=1$ and by use of $\Delta_{*} \phi_{*}^{r}=\left(\phi_{*}^{T} \times \phi_{*}^{r}\right) \Delta_{*}$ for $s>1$ and $\varepsilon=0$ and of $\beta_{i} \phi_{*}^{r}=\phi_{*}^{I} \beta_{i}$ for $s>1$ and $\varepsilon=1$. The formula for $v_{*} \mu_{*}\left(\mathrm{f}_{2 \mathrm{ds}-\varepsilon}\right)$ follows by a diagram chase. In interpreting it, it is useful to remember that

$$
r^{e} \equiv 1 \bmod p \Longleftrightarrow r^{e} \equiv 1 \bmod p^{i} \Leftrightarrow d \text { divides } e
$$

and that, since $r^{d j}-1=\left(r^{j}-1\right)\left(\sum_{b=0}^{d-1} r^{b j}\right)$,

$$
\sum_{b=0}^{d-1} r^{b j} \equiv 0 \bmod p \text { if } j \neq 0 \bmod d
$$

Of course, when $d=1$ (which holds automatically if $p=2$ ), $\mu$ and $v$ are the identity functors. In this case, the procedures of section 7 , with $\gamma_{*}=1$ in Theorem 7.1, apply directly to allow computation of the operations $Q^{s}$ and $\widetilde{Q}^{s}$ in $H_{*} \Gamma B \nLeftarrow \mathscr{L} k_{r}$ (compare the discussion following Theorem 8.1). In the case $d>1$, the operations $Q^{s}$ are determined by commutation with $\mu_{*}$ and the operations $\widetilde{Q}^{s}$ are determined (not very efficiently) by commutation with the monomorphism $v_{*}$. In the key case $\mathrm{d}=\mathrm{p}-1$ and $\mathrm{i}=1$, a more efficient procedure will be given in the next section.
Rémark 9.2. The Bockstein spectral sequence of $\Gamma_{0} B 4 \mathscr{X} k_{r}$ can be
read off from Theorem 9.1 and Lemma I. 4.11 since $\beta_{i} \bar{v}_{2 d s}=\bar{v}_{2 d s-1}$. Explicitly, if $p>2$ or if $p=2$ and $i>1$ we have

$$
E^{\mathrm{r}+\mathrm{i}}=P\left\{\left(\mu_{*} \bar{v}_{2 d s}\right)^{\mathrm{P}^{\mathrm{P}}}\right\} \otimes E\left\{\left(\mu_{*} \overline{\mathrm{v}}_{2 \mathrm{ds}}\right)^{\mathrm{p}^{\mathrm{r}}-1} \overline{\mathrm{v}}_{2 \mathrm{ds}-1}\right\}
$$

with $\beta_{r+i}\left(\mu_{*} \bar{v}_{2 d s}\right)^{p^{r}}=\left(\mu_{*} \bar{v}_{2 d s}\right)^{p^{r}-1} \bar{v}_{2 d s-1}$, while if $p=2$ and $i=1$ we have

$$
E^{r+1}=P\left\{\bar{v}_{2 s} 2^{x}\right\} \otimes E\left\{\bar{v}_{2 s}^{2^{r}-2}\left(\bar{v}_{2 s} \bar{v}_{2 s-1}+Q^{2 s} \bar{v}_{2 s-1}\right)\right\}
$$

with $\beta_{r+1} \bar{v}_{2 s}^{2^{T}}=\bar{v}_{2 s}^{2^{T}-2}\left(\bar{v}_{2 s} \bar{v}_{2 s-1}+Q^{2 s} \bar{v}_{2 s-1}\right)$. Here
$Q^{2 s} \bar{v}_{2 s-1}=\sum_{j=0}^{2 s-1} \bar{v}_{j} * \bar{v}_{4 s-1-j}$ by Theorem 7.1 and the Cartan formula.
We next consider the homology algebra of the multiplicative infinite
 for the fibre of the infinite loop map $\Gamma_{1} B \& \mathscr{X} k_{r} \rightarrow K\left(Z_{r-1}, 1\right)$ which represents the identity element of $\operatorname{Hom}\left(Z_{x-1}, Z_{r-1}\right)=H^{1}\left(\Gamma_{1} B H \mathscr{L} k_{r} ; Z_{x-1}\right)$. As a space, $\widetilde{\Gamma}_{1} B \not G \not \chi^{\prime} k_{r}$ is equivalent to $\left(B S G L k_{r}\right)^{+}$.

Lemma 9.3. $\Gamma_{1} B .4 \not ㇒ \mathrm{k}_{\mathrm{r}}$ is equivalent as an infinite loop space to the product $\operatorname{BGL}\left(1, k_{r}\right) \times \widetilde{\Gamma}_{1} B H K k_{r}$.

Proof. The inclusion of $\operatorname{BGL}\left(1, k_{r}\right)$ in $B \not H \neq k_{r}$ is an $E_{\infty}$ map with respect to $\otimes$ by [R, VI. 4.5], hence the evident composite

$$
\operatorname{BGL}\left(1, k_{r}\right) \times \widetilde{\Gamma}_{1} B H \& k_{r} \longrightarrow \Gamma_{1} B H \mathscr{L} k_{r} \times \Gamma_{1} B H \nsim k_{r} \xrightarrow{\#} \Gamma_{1} B H \mathscr{A} k_{r}
$$

is an infinite loop map. It clearly induces an isomorphism on homotopy groups, and the conclusion follows.

We have the following analog to Proposition 8.7.
Proposition 9.4. $H_{*} \widetilde{\Gamma}_{1} B \% \mathscr{N} \mathrm{k}_{\mathrm{r}}$ is the tensor product of an exterior algebra on primitive generators of degrees $2 \mathrm{ds}-1$ and a polynomial algebra on generators of degrees $2 d s$, where $s \geq 2$ if $d=1$ and $s \geq 1$ if $d>1$.

Proof. If $d=1$ and $p>2$, the result follows from Lemmas 8.4-8.6 and an argument precisely analogous to the proof of Proposition 8.7. If $d>1$ (hence $p>2$ ), then $r-1$ is prime to $p$ and $H_{*} \widetilde{\Gamma}_{1} B H K k_{r}=$ $H_{*} \Gamma_{1} B H \in k_{r}$ maps monomorphically to $H_{*} \tilde{\Gamma}_{1} B H \mathcal{H}_{k_{r}}\left(\mu_{p}\right)$ under $u_{*}$, hence the conclusion follows from Lemmas 8.4 and 8.5. Finally, let $p=2$. The following elements comprise a basis for the primitive elements in $H_{*} \Gamma_{0} B \psi_{y} \mathcal{L}_{5}:$

$$
\begin{aligned}
& p_{2 s-1}=\bar{v}_{2 s-1}+\sum_{j=1}^{s-1} \bar{v}_{2 j} * p_{2 s-2 j-1}, s \geq 1, \\
& p_{4 s}=s \bar{v}_{2 s} * \bar{v}_{2 s}+\sum_{j=1}^{s-1} \bar{v}_{2 j} * \bar{v}_{2 j} * p_{4 s-4 j}, s \geq 1, \text { when } i=1, \\
& p_{2 s}=s \bar{v}_{2 s}+\sum_{j=1}^{s-1} \bar{v}_{2 j} * p_{2 s-2 j}, \quad s \geq 1, \text { when } i>1 .
\end{aligned}
$$

Both $\xi\left(p_{2 s-1}\right)=0$ and $\widetilde{\xi}\left(p_{2 s-1}\right)=0$, the latter being trivial when $i=1$ and requiring a calculation from Proposition 1.5 and Lemma 8.6 when $i>1$, hence $\tilde{\xi}\left(p_{2 s-1} *[1]\right)=0$. Thus
$E\left\{p_{2 s-1} *[1] \mid s \geq 2\right\} \otimes \Gamma\left\{v_{1}\right\}$ if $i=1$ or $E\left\{p_{2 s-1} *[1] \mid s \geq 1\right\} \otimes \Gamma\left\{v_{2}\right\}$ if $i>1$
is a sub Hopf algebra of $H_{*} \Gamma_{1} B \nmid \mathcal{K} k_{r}$, where $\Gamma\left\{v_{1}\right\}$ if $i=1$ or $E\left\{\mathrm{v}_{1}\right\} \otimes \Gamma\left\{\mathrm{v}_{2}\right\}$ if $\mathrm{i}>1$ is the image of $H_{*} \mathrm{~B} \pi_{i}$. It follows easily from the last sentence of Lemma 8.6 that the primitive elements in the quotient of $\mathrm{H}_{*} \Gamma_{1} \mathrm{~B} \nmid \mathrm{E}_{\mathrm{C}} \mathrm{k}_{\mathrm{r}}$ by the Hopf ideal generated by this sub Hopf algebra have infinite height. The conclusion follows from Lemma 8.4 and an obvious lifting of generators argument.

Quillen's calculations in [28 and 29] yield an equivalence of fibration sequences completed away from $q$ (where $\overline{\mathrm{k}}_{\mathrm{q}}$ is the algebraic closure of $\mathrm{k}_{\mathrm{q}}$ ):


Here $F\left(\psi^{r}-1\right)$ denotes the homotopy theoretic fibre of $\psi^{r}-1, \phi^{r}$ is induced from the Frobenius automorphism, and the maps $\hat{\lambda}$ are derived from Brauer lifting. There is an analogous equivalence of fibration sequences completed away from $q$ :


A detailed discussion of these diagrams may be found in [R,VIII §2 and §3]. As explained there, results originally due to Tornehave [34, unpublished] imply that both (A) and (B) are commutative diagrams of infinite loop spaces and maps.

In Proposition 9.4, the exterior subalgebra of $\mathrm{H}_{*} \tilde{\Gamma} \mathrm{~B} H \mathscr{X} \mathrm{k}_{\mathrm{r}}$ is the image of $\mathrm{H}_{*} \Omega \Gamma_{1} B H \not K \overline{\mathrm{k}}_{\mathrm{q}}$, as can be verified by an easy spectral sequence argument. There is a general conceptual statement which can be used to obtain an alternative proof of part of that proposition and which will later be used in an algebraically more complicated situation

For any $\mathrm{E}_{\infty}$ ring space X , let $\rho: \mathrm{X}_{0} \rightarrow \mathrm{X}_{1}$ denote the translation map, $\rho(x)=x * 1$.

Lemma 9.5. Let $X \xrightarrow{K} Y \xrightarrow{\emptyset, \psi} Z$ be maps of $E_{\infty}$ ring spaces such that $\phi \kappa=\psi \kappa$. Then there are infinite loop maps $\mu_{\oplus}: X_{0} \rightarrow F(\phi-\psi)$
and $\mu_{\otimes}: X_{1} \rightarrow F(\phi / \psi)$ such that the following triangles of infinite loop spaces and maps homotopy commute

and

and there is a map $\bar{\rho}: F(\phi-\psi) \rightarrow F(\phi / \psi)$ such that the following diagram homotopy commutes


Here the maps $\pi$ and $t$ are natural maps of fibration sequences.

$$
\text { Proof. } \quad \emptyset-\psi=*(\phi, \chi \psi) \Delta: Y_{0} \rightarrow Z_{0} \text { and } \phi / \psi=\#(\phi, x \psi) \Delta: Y_{1} \rightarrow Z_{1}
$$

Since $\rho$ is not an H-map, $(\phi / \psi) \rho$ is not homotopic to $p(\phi-\psi)$. It is therefore convenient to replace the fibres $F(\phi-\psi)$ and $F(\phi / \psi)$ by the homotopy equalizers $E_{0}(\phi, \psi)$ and $E_{1}(\phi, \psi)$ of $\phi, \psi: Y_{0} \rightarrow Z_{0}$ and $\phi, \psi: Y_{1} \rightarrow Z_{1}$. To justify this, recall that the homotopy equalizer $E(\alpha, \beta)$ of maps $\quad \alpha, \beta: C \rightarrow D$ of spaces or spectra is the pullback of the endpoints fibration $\left(P_{0}, P_{1}\right): F\left(I^{+}, D\right) \rightarrow D \times D$ along the map $(\alpha, \beta): C \rightarrow D \times D$, where $F\left(I^{+}, D\right)$ is the function space or spectra of unbased maps $I \rightarrow D$, and that, in the case of spectra, there is a map $E(\alpha, \beta) \rightarrow F(\alpha-\beta)$ which makes the following an equivalence of fibration sequences:


This diagram yields a diagram of the same form on passage to zero ${ }^{\text {th }}$
spaces. (These statements are immediate verifications from the definitions of spectra and function spectra in [R, II].) Since $\emptyset$ and $\psi$ are maps of $E_{\infty}$ ring spectra, $\phi \rho=\rho \varnothing$ and $\psi \rho=\rho \psi$ (with no homotopies required), and we are given that $\not \boldsymbol{\phi}_{\mathrm{k}}=\psi \kappa$. We can therefore write down explicit maps

$$
\mu_{\oplus}: X_{0} \rightarrow E_{0}(\phi, \psi), \mu_{\otimes}: X_{1} \rightarrow E_{1}(\phi, \psi), \text { and } \bar{p}: E_{0}(\phi, \psi) \rightarrow E_{1}(\phi, \psi)
$$

by $\mu_{\oplus}(x)=\left(\kappa x, \omega_{\rho_{\kappa x}}\right)$ for $x \in X_{0}, \mu_{\otimes}(x)=\left(\kappa x, \omega_{\phi \kappa x}\right)$ for $x \in X_{1}$, and $\bar{\rho}(y, \omega)=(\rho y, \rho \circ \omega)$ for $y \in Y_{0}$ and $\omega \in F\left(I^{+}, Z_{0}\right)$ with $\left(p_{0}, P_{1}\right)(\omega)=(\phi y, \psi y)$,
where $\omega_{z}$ denotes the constant path at $z$. The requisite diagrams commute trivially. $\mu_{\oplus}$ and $\mu_{\otimes}$ are infinite loop maps because the passage from $E_{\infty}$ spaces to spectra is functorial and the formulas for $\mu_{\oplus}$ and $\mu_{\otimes}$ make perfect sense on the spectrum level (applied on the spaces which make up the spectra determined by $X_{0}, X_{1}$ etc.) where they yield maps equivalent to the given $\mu_{\oplus}$ and $\mu_{\otimes}$ on the zero ${ }^{\text {th }}$ space level.

In diagrams (A) and (B) above, the identification of the top rows as fibration se quences proceeds by construction of maps $\mu_{\oplus}$ and $\mu_{\otimes}$ as in the lemma, with $(\phi, \psi)=\left(\phi^{\mathbf{r}}, 1\right)$. (Completion away from $q$ was only needed to establish the equivalence with the bottom rows.) Here $\mu_{\oplus}$ and $\mu_{\otimes}$ are equivalences, and the maps $\zeta$ of $(A)$ and $(B)$ are $\mu_{\oplus}^{-1}$ and $\mu^{-1}{ }^{-1}$.

Corollary 9.6 The following diagram is homotopy commutative:


Therefore $\rho \zeta$ is an $H$-map (since $\Omega \rho$ and the $\zeta$ are) and

$$
(x *[1])(y *[1])=x * y *[1] \text { for } x, y \in \zeta_{*} H_{*} \Omega \Gamma_{0} B \nmid \psi \bar{k}_{q}
$$

§10. The homology of BCoker $J, B(S F ; k O)$, and BTop at $p>2$

When $E$ is a commutative ring spectrum, we have a fibration sequence, natural in E :

$$
\begin{equation*}
\mathrm{SF} \xrightarrow{\mathrm{e}} \mathrm{SFE} \xrightarrow{\tau} \mathrm{~B}(\mathrm{SF} ; \mathrm{E}) \xrightarrow{q} \mathrm{BSF} \tag{1}
\end{equation*}
$$

Here SFE denotes the component of the identity element of the zero ${ }^{\text {th }}$ space of $E, e$ is obtained by restriction to the 1-components of zero ${ }^{\text {th }}$ spaces from the unit $e: Q_{\infty} S^{0} \rightarrow E$ of $E$ (where $Q_{\infty} S^{0}$ denotes the sphere spectrum $), \mathrm{B}(\mathrm{SF} ; \mathrm{E})$ is the classifying space for E -oriented stable spherical fibrations, and $q$ corresponds to neglect of orientation. See [R,III §2] for details. When $E$ is an $E_{\infty}$ ring spactrum, (1) is naturally a fibration sequence of infinite loop spaces, by [R, IV §3]. Thus to calculate characteristic classes for E-oriented stable spherical fibrations, we need only compute $e_{*}: \mathrm{H}_{*} \mathrm{SF} \rightarrow \mathrm{H}_{*} \mathrm{SFE}$ and use the EilenbergMoore spectral sequence converging from
(2) $\quad E^{2}=\operatorname{Tor}^{H_{*}}{ }^{S F}\left(H_{*} \operatorname{SFE}, Z_{p}\right)$ to $H_{*} B(S F ; E)$.

Explicitly, $B(S F ; E)$ is the two-sided bar construction $B(S F E, S F, *)$,
and the spectral sequence is obtained from the obvious filtration of this space (e.g. [G, 11.14 and $21,13.10]$ ). One way of analyzing $e_{*}$ is to note that, if $X$ denotes the zero ${ }^{\text {th }}$ space of $E$ (which is an $E_{\infty}$ ring space), then we have the homotopy commutative diagram


Thus we can use the additive infinite loop structures to compute
$e_{*}: H_{*} Q_{0} S^{0} \rightarrow H_{*} X_{0}$ and can then translate to the 1-components. The advantage of this procedure is that, as our earlier work makes amply clear, analysis of the additive homology operations tends to be considerably simpler than analysis of the multiplicative homology operations.

As explained in [R, IV §6], results of Sullivan [32,33] give an equivalence of fibration sequences localized away from 2:

where $\mathrm{BO}_{\otimes}=$ SFkO. By $\left[R\right.$, VIII §1], kO is an $\mathrm{E}_{\infty}$ ring spectrum and the rows are fibration sequences of infinite loop spaces. Recent results of Madsen, Snaith, and Tornehave [19], which build on earlier results of Adams and Priddy [2], imply that (*) is a commutative diagram of infinite loop spaces and maps. (See[R, V§7].) Thus analysis of characteristic classes for stable topological (or PL) bundles away from 2 is equivalent to analysis of characteristic classes for kO-oriented stable spherical fibrations.

Henceforward, complete all spaces and spectra at a fixed odd prime p. Here analysis of $\mathrm{B}(\mathrm{SF} ; \mathrm{kO})$ in turn reduces to analysis of another special case of (1). To see this, let $r=r(p)$ be a power of a prime $q \neq p$ such that $r$ reduces $\bmod p^{2}$ to a generator of the group of units of $Z p^{2}$ Equivalently, $p-1$ is the smallest positive number $d$ such that $r^{d} \equiv 1 \bmod p$ and $r^{p-1}-1=p t$ with $t$ prime to $p$. Define $j_{p}^{\delta}$ to be (the completion at $p$ of) the $E_{\infty}$ ring spectrum derived from

"discrete model ${ }^{n}$, and $j_{p}^{\delta}$ is equivalent to the fibre $j_{p}$ of $\psi^{r}-1: k O \rightarrow$ bo (bo being the 0 -connected cover of $k O$ ) by [R, VIII, 3.2]。 As shown in [R, VII. 3.4], we have a commutative diagram of infinite loop spaces and maps (completed at $p$ ):

where $J_{\otimes p}^{\delta}=S F j_{p}^{\delta}=\Gamma_{1} B H \psi_{i} k_{r}, \kappa: J_{\otimes p}^{\delta} \rightarrow B O_{\otimes}^{\delta}=\Gamma_{1} B O \bar{k}_{r}$ is such that its composite with $I_{1} B O \bar{k}_{I} \rightarrow I_{1} B Y \not \sum^{\prime \prime} \bar{k}_{r}$ is induced from the inclusion of $41 \mathscr{L} k_{r}$ in $\mathscr{H} \mathscr{L} \bar{k}_{r}$, and $\hat{\lambda}: \mathrm{BO}_{\otimes}^{\delta} \rightarrow \mathrm{BO} \otimes$ is the equivalence obtained by Brauer lifting. As explained in [R, VIII $\$ 3$ and $V \S 4$ and $\S 5$ ], $B\left(S F ; j_{p}^{\delta}\right)$ is equivalent to the infinite loop space usually called BGoker $J_{p}$, abbreviated $\mathrm{BC}_{\mathrm{p}}$ and defined as the fibre of the universal cannibalistic class $\mathrm{c}\left(\psi^{\mathrm{r}}\right): \mathrm{B}(\mathrm{SF} ; \mathrm{kO}) \rightarrow \mathrm{BO}_{\otimes}$.

By [1 and 2], any infinite loop space of the homotopy type of BO (completed at p ) splits as $\mathrm{W} \times \mathrm{W}^{\perp}$ as an infinite loop space, where $\pi_{2 i(p-1)} W=\hat{Z}_{(p)}$ and $\pi_{j} W=0$ if $j \neq 0 \bmod 2(p-1) . \quad B y[R, V .4 .8$ and VIII.3.4], the composite
(3) $\mathrm{B}\left(\mathrm{SF} ; \mathrm{j}_{\mathrm{p}}^{\delta}\right) \times \mathrm{W} \times \mathrm{W}^{\perp} \rightarrow \mathrm{B}\left(\mathrm{SF} ; \mathrm{j}_{\mathrm{p}}^{\delta}\right) \times \mathrm{BO} \times \mathrm{BO}_{\otimes} \longrightarrow$

$$
\xrightarrow{\mathrm{B} \Lambda \circ \mathrm{Bk} \times \mathrm{g} \times \mathrm{T}} \mathrm{~B}(\mathrm{SF} ; \mathrm{kO})^{3} \xrightarrow{\emptyset} \mathrm{~B}(\mathrm{SF} ; \mathrm{kO})
$$

is an equivalence, where $g: B O \rightarrow B(S F ; k O)$ can be taken to be either the Atiyah-Bott-Shapiro orientation or the restriction to BO of the :
Sullivan orientation $\bar{g}$. The cited results of Madsen, Snaith, and

Tornehave [19] and of Adams and Priddy [2] imply that both choices are infinite loop maps (here at an odd prime; see [R, V§7]). Thus the specified composite is an equivalence of infinite loop spaces, and analysis of $B(S F ; k O)$ reduces to analysis of $B\left(S F ; j_{p}^{\delta}\right) \simeq \mathcal{B C}_{p}$.

Write $J_{p}^{\delta}=\Gamma_{0} B H \mathscr{L} k_{r}$ (in conformity with $J_{\otimes}^{\delta}=\Gamma_{1} B \mathscr{L} \mathcal{L}_{r}$ ). By diagrams (A) and (B) of the previous section, these are discrete models for the additive and multiplicative infinite loop spaces usually called $\operatorname{Im} J_{p}$ and $\operatorname{Im} J_{\otimes p}$, abbreviated $J_{p}$ and $J_{\otimes_{p}}$.

We have reduced the computation of $\mathrm{H}_{*} \mathrm{BTop}$ and $\mathrm{H}_{*} \mathrm{~B}(\mathrm{SF} ; \mathrm{kO})$ to the study of $e_{*}: H_{*} S F \rightarrow H_{*} J^{\delta} \otimes p$, and we have analyzed $H_{*} S F$ in sections 5 and 6 and $H_{*} J^{\delta} \otimes p$ in section 9. As explained in [R, VIII §4], there is a commutative diagram of infinite loop spaces and maps

such that $e \alpha_{p}^{\delta}: J_{p}^{\delta} \rightarrow J_{\otimes p}^{\delta}$ is an (exponential) equivalence. The diagram produces a splitting of SF as $\mathrm{J}_{\mathrm{p}}^{\delta} \times\left(\mathrm{SF} ; \mathrm{j}_{\mathrm{p}}^{\delta}\right)$ as an infinite loop space, where $\left(S F ; j_{p}^{\delta}\right)=\Omega B\left(S F ; j_{p}^{\delta}\right)$. Moreover, the proof given in [R, VIII §4] shows that

$$
H_{*}{ }_{p}^{\delta}=P\left\{Q^{s}[1] *[-p] \mid s \geq 1\right\} \otimes E\left\{\beta Q^{s}[1] *[-p] \mid s \geq 1\right\}
$$

as an algebra under *. These.generators are not the same as the generators $\mu_{*}\left(\bar{v}_{2(p-1) s-\varepsilon}\right)$ of Theorem 9.1. Indeed, Theorem 7.1 implies that
(4) $Q^{s}[1] *[-p]=(-1)^{s} \sum_{s_{1}+\ldots+s_{p-1}=s} \mu_{*}\left(\bar{v}_{2(p-1) s_{1}} * \cdots * \bar{v}_{2(p-1) s_{p-1}}\right)$,
and the operations $Q^{T}\left(Q^{s}[1] *[-p]\right)$ are now determined by that result.
The elements $y_{s}=\left(\alpha_{\mathrm{p}}^{\delta}\right)_{*}\left(Q^{\mathrm{s}}[1] *[-\mathrm{p}]\right)$ in $\mathrm{H}_{*} \mathrm{SF}$ were discussed in Lemma 5.11. Their images $e_{*}\left(y_{s}\right)$ in $H_{*} J^{\delta} \otimes p$ give. explicit algebra generators on which the operations $\widetilde{Q}^{r}$ are determined by commutation with $\left(e \alpha_{p}^{\delta}\right)_{*}$. In particular, note that Theorem 7.1 implies

$$
\begin{equation*}
\tilde{Q}^{r} \beta^{\varepsilon} y_{s} \equiv-(-1)^{\varepsilon}(s(p-1)-\varepsilon, x-s(p-1)+\varepsilon-1) \beta^{\varepsilon} y_{r+s} \tag{5}
\end{equation*}
$$

modulo \#-decomposable elements, in agreement with Remarks 5.14.
Looking at diagram $(* *)$, we see that $\left\{e_{*} y_{s}=(\hat{\lambda} 0 \text { к०e })_{*}\left(y_{s}\right)\right\}$ is a set of polynomial generators for $\mathrm{H}_{*} \mathrm{~W} \subset \operatorname{Ker} \tau_{*} \subset \mathrm{H}_{*} \mathrm{BO}_{\otimes}$.

Of course, the splitting of SF gives $\mathrm{H}_{*} \mathrm{SF}=\mathrm{H}_{*} \mathrm{~J}_{\mathrm{p}}^{\delta} \otimes \mathrm{H}_{*}\left(\mathrm{SF} ; j_{\mathrm{p}}{ }^{\delta}\right)$ and $E^{2}=\operatorname{Tor}^{H_{H}\left(S F ; j_{p}^{\delta}\right)}\left(Z_{p}, Z_{p}\right)$ in the spectral sequence (2) for $E=j_{p}^{\delta}$. We require a set of generators for $H_{*}\left(S F ; j_{p}^{\delta}\right) C H_{*} S F$. Certainly $\tilde{\mathrm{H}}_{*}\left(\mathrm{SF} ; \mathrm{j}_{\mathrm{p}}^{\delta}\right)$ is contained in the kernel of $\mathrm{e}_{*}: \mathrm{H}_{*} \mathrm{SF} \rightarrow \mathrm{H}_{*} \mathrm{~J}^{\delta} \otimes \mathrm{p}$, and standard Hopf algebra arguments $[23, \S 4]$ show that $H_{*}\left(S F ; j_{p}^{\delta}\right)$ is in fact exactly the set of all elements $x$ such that if $\psi x=\sum x^{\prime} \otimes x^{\prime \prime}$, then $e_{*^{\prime}} x^{\prime}=0$ when $\operatorname{deg} x^{\prime}>0$. We shall content ourselves with the specification of generators in Ker $e_{*}$. Their suspensions will be primitive elements in $\operatorname{Ker}(\mathrm{Be})_{*}$ and thus, by simpler Hopf alge bra arguments, will necessarily be elements of $H_{*} \mathrm{~B}\left(\mathrm{SF} ; \mathrm{j}_{\mathrm{p}}^{\delta}\right) \mathrm{C} \mathrm{H}_{*} \mathrm{BSF}$. For $K$ admissible of length 2 , choose $z_{K} \in A\left\{\beta^{\varepsilon} y_{S}\right\}$ such that $e_{*}\left(x_{K}+z_{K}\right)=0$ and set $y_{K}=x_{K}+z_{K}$. These are the elements $y_{K}$ referred to in Conjecture 6.2. If we knew that conjecture to be true, we could take the set $\tilde{X}$ of elements $\tilde{Q} \bar{y}_{K}$ specified there as our set of generators in Ker $e_{*}$. As we don't know this, we instead choose $z_{I} \in A\left\{\beta^{\varepsilon} y_{s}\right\}$ such
that $y_{I}=x_{I}+z_{I}$ is in the kernel of $e_{*}$ for each $x_{I} \in X$ and set $Y=\left\{y_{I} \mid x_{I} \in X\right\}$. It follows immediately from Theorem 5.2 that

$$
H_{*} S F=A\left\{\beta^{\varepsilon} y_{s}\right\} \otimes A Y
$$

as an algebra under \#. We have the following complementary pair of results.

Theorem 10.1. As a sub Hopf algebra of $H_{*} B F$ (via $q_{*}$ ), $\mathrm{H}_{*} \mathrm{~B}\left(\mathrm{SF} ; \mathrm{j}_{\mathrm{p}}^{\delta}\right)=\mathrm{ABY} \quad$ where $B Y=\left\{\sigma_{*} y_{I} \mid \ell(I)>2\right.$ and $e(I)+b(I)>1$ or $\ell(I)=2$ and $\left.e(I)+b(I) \geq 1\right\}$.

Proof. By (5), $\widetilde{\Omega}^{s(p-1)}{ }_{\beta y_{s}} \equiv \beta y_{p s}$ modulo \#-decomposable
elements. The requisite calculation of the spectral sequence (2) is virtually identical to the proof of Theorem 5. 2(ii) (which follows 5. 14)

Theorem 10. 2. As a sub Hopf algebra of $H_{*} B F$ (via $B \alpha_{p *}^{\delta}$ ),

$$
\mathrm{H}_{*} \mathrm{BJ}_{\mathrm{p}}^{\delta}=(\mathrm{Bj})_{*_{*}} \mathrm{H}_{*} \mathrm{~W} \otimes \mathrm{E}\left\{\sigma_{*} \mathrm{y}_{\mathrm{s}}\right\}
$$

Proof. This follows from Lemma 5.12 and Theorem 5. 2. Note that $\beta \sigma_{*} y_{s} \in(B j)_{*} H_{*} W$ is indecomposable if $s \neq 0 \bmod p$ but that $\beta \sigma_{*} y_{p s}=-\sigma_{*} \beta y_{p s}=-\widetilde{Q}^{s}(\mathrm{p}-1)_{\sigma_{*}} \beta y_{s}=-\left(\sigma_{*} \beta y_{s}\right)^{p}$.

As discussed in $[R, V \S 7$ and VIII §4], I conjecture that $\mathrm{Bj}: \mathrm{BO} \rightarrow \mathrm{BSF}$ actually factors through $\mathrm{B} \alpha_{\mathrm{p}}^{\delta}$. Of course, Bj coincides with the composite $\mathrm{BO} \xrightarrow{\mathrm{g}} \mathrm{B}(\mathrm{SF} ; \mathrm{kO}) \xrightarrow{\mathrm{q}} \mathrm{BF}$, whereas $\mathrm{qr} \simeq *: \mathrm{BO}_{\otimes} \rightarrow \mathrm{BF}$. By the splitting (3) and diagrams (*) and (**), we obtain the following corollary.

Theorem 10.3. $\mathrm{H}_{*} B T o p \cong \mathrm{H}_{*} \mathrm{~B}(\mathrm{SF} ; \mathrm{kO}) \cong \mathrm{H}_{*} \mathrm{~W} \otimes \mathrm{H}_{*} \mathrm{~W}^{\perp} \otimes \mathrm{H}_{*} \mathrm{~B}\left(\mathrm{SF} ; \mathrm{j}_{\mathrm{p}}^{\delta}\right)$.
Under the natural map to $H_{*} B F, H_{*} W$ maps isomorphically onto $(\mathrm{Bj})_{*} \mathrm{H}_{*} \mathrm{~W}, \mathrm{H}_{*} \mathrm{~W}^{\perp}$ maps trivially, and $\mathrm{H}_{*} \mathrm{~B}\left(\mathrm{SE} ; \mathrm{j}_{\mathrm{p}}^{\delta}\right)$ maps isomorphically

The correction summands $\sigma_{*} z_{I}$ by which $\sigma_{*} y_{T}$ differs from $\sigma_{*}{ }_{I}$ are significant. They explain Peterson's observation [25] that, while $\beta_{\mathrm{w}}$ maps to zero under $(\mathrm{Bj})^{*}: \mathrm{H}^{*} \mathrm{BF} \rightarrow \mathrm{H}^{*} \mathrm{BTop}$ for $\mathrm{s} \leq \mathrm{p}$ (for dimensional reasons, $B\left(S F ; j_{p}^{\delta}\right)$ being $2 p(p-1)-3$ connected and $H^{2 p(p-1)+1} B\left(S F ; j_{p}^{\delta}\right)$ being zero $), \quad \beta W_{s}$ maps non-trivially for all $\mathrm{s}>\mathrm{p}$. As pointed out by Peterson, $\psi w_{s}=\sum w_{i} \otimes w_{s-i}$ implies $(B j)^{*}\left(\beta w_{s}\right) \neq 0$ for all $\mathrm{s}>\mathrm{p}$ if $(\mathrm{Bj})^{*}\left(\beta_{\mathrm{p}+1}\right) \neq 0$. The following result is considerably stronger.

Theorem 10.4. Let $p(k)=1+p+\ldots+p^{k-1}, k \geq 2$. Then ( $\left.B j\right)^{*}\left(\beta w_{p(k)}\right)$ is an indecomposable element of $H^{*} B\left(S F ; j_{p}^{\delta}\right) \subset H^{*}$ BTop.

$$
\text { Proof. Let } I_{k k}=\left(0, p^{k-1}, 0, p^{k-2}, \ldots, 0,1\right) \text {, as in formula (II) of }
$$

I§3. $d\left(I_{k k}\right)=2\left(p^{k}-1\right)=\operatorname{deg} w_{p(k)}$ and $e\left(I_{k k}\right)=2$. We claim that

$$
\left\langle\mathrm { w } _ { \mathrm { p } ( \mathrm { k } ) } , \beta \sigma _ { * } \mathrm { y } _ { \mathrm { Lkk } } > \neq 0 , \text { hence } \left\langle\beta \mathrm{w}_{\mathrm{p}(\mathrm{k})}, \sigma^{\mathrm{y}_{\mathrm{Lk}}}{ }_{\mathrm{L}}>\neq 0\right.\right.
$$

and the theorem will follow immediately from the claim. By Corollary 1.8 and Lemma 5.17, $\left\langle\beta^{\varepsilon} \mathrm{w}_{\mathrm{s}}, \sigma_{*} \mathrm{x}\right\rangle=0$ if x is $\underset{\sim}{*}$ or - decomposable or if $\mathrm{x}=\mathrm{x}_{\mathrm{I}}$ with $\ell(\mathrm{I}) \geq 2$. By Lemma 5.11, it suffices to verify that, in $\mathrm{H}_{*} J_{\mathrm{p}}^{\delta}$,

$$
Q^{\mathrm{I}_{\mathrm{kk}}}[1] *\left[-\mathrm{p}^{\mathrm{k}}\right] \equiv \pm \mathrm{Q}^{\mathrm{p}(\mathrm{k})}[1] *[-\mathrm{p}]
$$

modulo * decomposable elements, since then $\mathrm{z}_{\mathrm{I}_{\mathrm{kk}}}$ will differ from
$x_{p(k)}$ by summands annihilated by $w_{p(k)}$ and we will have

$$
<\mathrm{w}_{\mathrm{p}(\mathrm{k})}, \beta \sigma_{*} \mathrm{y}_{\mathrm{I}_{\mathrm{kk}}}>=\left\langle\mathrm{w}_{\mathrm{p}(\mathrm{k})}, \beta \sigma_{*} \mathrm{z}_{\mathrm{I} k \mathrm{k}}>= \pm\left\langle\mathrm{w}_{\mathrm{p}(\mathrm{k})}, \beta * \mathrm{x}_{\mathrm{p}(\mathrm{k})}\right\rangle \neq 0\right.
$$

By Theorem 7.1, $Q^{p^{k-1}} f_{2\left(p^{k-1}-1\right)} \equiv f_{2\left(p^{k}-1\right)}$, and this remains true with the $f^{\prime} s$ replaced successively by $v^{\prime}, \mu_{*} V^{\prime} s$, and $\mu_{*} \bar{v}^{\prime} s$. By (4),
$Q^{\mathrm{s}}[1] *[-\mathrm{p}] \equiv(-1)^{\mathrm{s}+1} \mu_{*} \overline{\mathrm{~V}}_{2 \mathrm{~s}(\mathrm{p}-1)}$, and the conclusion follows.
The following consequence of this theorem was first conjectured by Peterson [25] and first proven by Tsuchiya [37, §4], who used quite different techniques.

Theorem 10.5. Let $\Phi: H^{*}$ BSTop $\rightarrow \mathrm{H}^{*}$ MStop be the Thom isomorphism and define $\varnothing: A \rightarrow H^{*}$ MSTop by $\phi(\mathrm{a})=\mathrm{a} \Phi(1)$. Then $\phi(Q) \neq 0$ for $i \geq 2$, and $\operatorname{Ker} \phi$ is the left ideal $A\left(Q_{0}, Q_{1}\right)$ generated by $Q_{0}$ and $Q_{1}$. Proof. $Q_{0}$ is the cohomology Bockstein and $Q_{1}=\left[p^{p^{i}}, Q_{i-1}\right]$ for $i \geq 1$. As pointed out by Peterson and Toda $[26,3.1]$, the definition $P^{s} \Phi(1)=\Phi\left(w_{s}\right)=\Phi(1) \cup w_{s}$ and the $W u$ formulas
$P^{r}{ }^{\mathrm{E}}{ }^{\varepsilon} \mathrm{w}_{\mathrm{s}} \equiv(-1)^{\mathrm{r}}(\mathrm{r}, \mathrm{s}(\mathrm{p}-1)-\mathrm{r}+\varepsilon-1) \mathrm{\beta}^{\varepsilon} \mathrm{w}_{\mathrm{r}+\mathrm{s}}$ mod decomposable elements in $H^{*}$ BSF formally imply the relation

$$
Q_{i} \Phi(1)=\lambda_{i} \Phi(1) \cup\left(\beta w_{p(i)}+\text { decomposable terms }\right), \quad 0 \neq \lambda_{i} \in Z_{p},
$$

in $\mathrm{H}^{*} \mathrm{MSF}$. Application of $(\mathrm{Mj})^{*}$ and $(\mathrm{Bj})^{*}$ and use of the previous theorem shows that $Q_{i} \Phi(1) \neq 0$ for $i \geq 2 . Q_{0} \Phi(1)=0$ in $H^{*} \mathrm{MSF}$, $Q_{1} \Phi(1)=\Phi(1) \cup \beta \mathrm{w}_{1}$ in $H^{*} \mathrm{MSF}$, and $(\mathrm{Bj})^{*}\left(\beta_{1}\right)=0$. Thus Ker $\emptyset$ contains $A\left(Q_{0}, Q_{1}\right)$ and $\emptyset$ induces a morphism of coalgebras $\bar{\varnothing}: A / A\left(Q_{0}, Q_{1}\right) \rightarrow H^{*}$ MSTop. $\quad\left\{Q_{k} \mid k \geq 2\right\} \cup\left\{P_{j}^{0}\right\} \quad$ is a basis for the primitive elements of $A / A\left(Q_{0}, Q_{1}\right)$, where $P_{j}^{0}$ is the Milnor basis element given by the sequence with 1 in the $j^{\text {th }}$ position and zero in all other positions, and $P_{j}^{0}$ maps nontrivially to $H^{*}$ MSO. Thus $\bar{\varnothing}$ is a monomorphism because it is a monomorphism on primitive elements.

Remarks 10.6. Although I have made no attempt to do so, it should not be unreasonably difficult to push on and obtain sufficient information
on the structure of $\mathrm{H}^{*}$ MSTop as an A-module to compute $\mathrm{E}_{2}$ of the Adams spectral sequence converging to $\pi_{*}$ MSTop. This requires calculation of certain Steenrod operations in $H^{*}$ BSTop, and these are accessible from the Nishida relations and the theorems above (compare Remarks 5.5). Indeed, considerable relevant information on this dualization problem has alre ady been tabulated in our calculation of the dual of the Dyer-Lashof algebra in I $\$_{3}$.
Remarks 10.7. It is straightforward to read off the mod $p$ Bockstein spectral sequences of $B J_{p}^{\delta}, B\left(S F ; j_{p}^{\delta}\right), B F$, and $B T o p$ from Lemma 1.4.11 (and its analog in cohomology). For $\mathrm{BJ}_{\mathrm{p}}^{\delta}$, it is most convenient to work in cohomology where $H^{*} B J_{p}^{\delta}=P\left\{w_{s}\right\} \otimes E\left\{\beta w_{s}\right\}$ as a quotient
of $\mathrm{H}^{*} \mathrm{BF}$ and thus

$$
\mathrm{E}_{r+1}=P\left\{w_{s}^{p^{r}}\right\} \otimes E\left\{w_{s}^{p^{r}-1} \beta w_{s}\right\} \text { with } \beta_{r+1} w_{s}^{p^{r}}=w_{s}^{p^{r}-1} \beta w_{s}
$$

The homology Bockstein spectral sequence of $B\left(S F ; j_{p}^{\delta}\right)$ is specified
by $\quad E^{r+1}=P\left\{y^{P^{r}}\right\} \otimes E\left\{y^{p^{r}-1} \beta y\right\}$ with $\beta_{r+1} y^{p^{r}}=y^{P^{x}-1} \beta y$,
where $y$ runs through $\left\{\sigma_{*} y_{I} \mid b(I)=0, d(I)\right.$ is odd $\} \subset B Y$. The Bockstein spectral sequence of $J_{p}^{\delta}$ is specified in Remarks 9.2, and that of (SF; $j_{p}^{\delta}$ ) can again be read off from Lemma I. 4.11.
Remarks 10.8. In [4, §5], Brumfiel conjectured that the image of $H^{*}(B T o p ; Z[1 / 2])$ in $H^{*}(B T o p ; Q)$ was a polynomial algebra on classes $R_{i} \in H^{4 i}$ (BTop; Q) such that $\psi R_{n}=\sum_{i+j=n} R_{i} \otimes R_{j}$ and $R_{n} \equiv\left(2^{2 n-1}-1\right)$ num $\left(B_{n} / 4 n\right) P_{n}$ modulo decomposable elements, where $B_{n}$ is the $n^{\text {th }}$ Bernoulli number and $n u m\left(B_{n} / 4 n\right)$ is the numerator of the fraction $B_{n} / 4 n$ in lowest terms. As observed by Tsuchiya [37, §3],
up to an undetermined factor $2^{a_{n}}$ in the congruence, the conjecture is an easy consequence of the fact that the primitive elements of $\mathrm{H}_{*}$ (BTop; $\left.Z[1 / 2]\right) /$ torsion are generated by the images of the basic primitive elements elements in $H_{*}(B O ; Z[1 / 2])$ and in $H_{*}(F / T o p ; Z[1 / 2])$. Madsen and Milgram [18] have recently proven the conjecture in its original form.

## 11. Orthogonal groups of finite fields

When $A$ is a discrete commutative ring, the zero component $\Gamma_{0} B \sigma_{A}$ is equivalent to Quillen's plus construction on BOA and its homotopy groups can reasonably be called $\mathrm{KO}_{*} \mathrm{~A}$.

Let $k_{q}$ be the field with $q=p^{a}$ elements, where $p$ is an odd prime. Fiedorowicz and Priddy [6] have made an exhaustive study of the homologies of the orthogonal groups and of various related families of matrix groups of $\mathrm{k}_{\mathrm{q}}$ We shall recall their calculations of $\mathrm{H}_{*} \mathrm{FBOk}_{\mathrm{q}}$ and shall show that a slight elaboration of the procedures of section 7 suffices for the computation of both types of homology operations. We shall also compute $H_{*} \Gamma_{1} B \theta_{q}$ as an algebra under \#.

Via Brauer lifting and the Frobenius automorphism, these calculations translate to give information about spaces of topological interest. We shall utilize this translation to study the 2-primary homology of BCoker J and $\mathrm{B}(\mathrm{SF} ; \mathrm{kO})$ in the following sections.

We repeat that the homological calculations in this section are due to Fiedorowicz and Priddy [6]. All homology groups are to be taken with $Z_{2}$ coefficients.
$O\left(1, k_{q}\right)=Z_{2}$ and we let $\eta: Z_{2} \rightarrow O\left(1 ; k_{q}\right)$ be the identification. As usual, this fixes elements $f_{s}=\eta_{*}{ }^{e}{ }_{s}, v_{s}=\iota_{*} f_{s} \in H_{*} \Gamma_{1} B O k_{q}$, and $\overline{\mathrm{v}}_{\mathrm{s}}=\mathrm{v}_{\mathrm{s}} *[-1] \in \mathrm{H}_{*} \Gamma_{0} \mathrm{BO} \mathrm{k}_{\mathrm{q}}$.

Let $\theta^{e v_{k}}$ be the full subcategory of $\vartheta \mathrm{k}_{\mathrm{q}}$ whose objects are the even non-negative integers. Let

$$
\delta=\left(\begin{array}{cc}
-a & b \\
b & a
\end{array}\right) \in G L\left(2, k_{q}\right)
$$

where $a^{2}+b^{2}$ is a non-square. Let $\delta_{n}=\delta \oplus \ldots \oplus \delta \cdot \in G L\left(2 n, k_{q}\right)$. Define $\Phi: \mathcal{O}^{e v_{k}}{ }_{q} \rightarrow \mathcal{O}^{e v_{k}}{ }_{q}$ by $\Phi(2 n)=2 n$ on objects and $\Phi(A)=\delta_{n} A \delta_{n}^{-1}$ on matrices $A \in O\left(2 n, k_{q}\right)$. Then $\Phi$ is a morphism of (additive) permutative categories such that $\Phi^{2}=1$.

With $p=2$ and $G(n)=O\left(n, k_{q}\right)$, the diagram (*) above Theorem 7.1 is made commutative by use of conjugation by the matrix

$$
Y=\left(\begin{array}{cc}
-1 & 1 \\
1 & 1
\end{array}\right) \in G L\left(2, k_{\dot{q}}\right)
$$

If $q \equiv \pm 1 \bmod 8$, then 2 is a square $\operatorname{in} k_{q}$ and conjugation by $\gamma$ is equal to conjugation by $(1 / \sqrt{2}) \gamma \in O\left(2, k_{q}\right)$. Thus $\gamma_{*}=1$ in Theorem 7.1 in this case. If $q \equiv \pm 3 \bmod 8$, then 2 is a non-square and we may take $\delta=\gamma$ in the definition of $\Phi$. Thus $\gamma_{*}^{-1}=\Phi_{*}$ in Theorem 7.1 in this case.

With these notations, we have the following theorem.
Theorem 11.1. $H_{*} \Gamma_{0} B \Theta k_{q}=P\left\{\bar{v}_{s} \mid s \geq 1\right\} \otimes E\left\{\bar{u}_{s} \mid s \geq 1\right\}$ as an algebra under $*$, where $(\Phi-1)_{*}\left(\bar{v}_{s}\right)=\bar{u}_{s}$. Therefore $\Phi_{*} \bar{v}_{s}=\sum_{i+j=s} \bar{v}_{i} * \bar{u}_{j}$, $\bar{\Phi}_{*} \bar{u}_{s}=\bar{u}_{s}$, and the following formulas are satisfied.
(i) $\quad Q^{r} v_{s}=\sum_{j}(r-s-i, s-j) v_{j} * v_{r+s-j} \quad$ if $q \equiv \pm 1 \bmod 8$,
(ii) $Q^{r} v_{s}=\sum_{i, j, k}(r-s-1, s-j) v_{i} * v_{k} * \bar{u}_{j-i} * \bar{u}_{r+s-j-k} \quad$ if $q \equiv \pm 3 \bmod 8$,
(iii) $Q^{r} \bar{u}_{s}=\sum_{i, j}(r-s-i-1, s-j) \bar{u}_{i} * \bar{u}_{j} * \bar{u}_{r+s-i-j}$ for all $q$.

Proof. We refer to [6] for the first sentence and show how the rest follows. $\Phi-1=*(\Phi, \chi) \Delta$, hence

$$
\overline{\mathrm{u}}_{\mathrm{s}}=(\Phi-1)_{*}\left(\overline{\mathrm{v}}_{\mathrm{s}}\right)=\sum_{\mathrm{m}+\mathrm{n}=\mathrm{s}} \Phi * \bar{v}_{\mathrm{m}} * x \overline{\mathrm{v}}_{\mathrm{n}}
$$

By induction on $s$, these formulas admit a unique solution for the $\Phi_{*} \overline{\bar{v}}_{s}$. That solution is $\Phi_{*} \bar{v}_{s}=\sum_{i+j=s} \bar{v}_{i} * \bar{u}_{j}$ since

$$
\sum_{m+n=s}\left(\sum_{i+j=m} \bar{v}_{i} * \bar{u}_{j}\right) * \chi \bar{v}_{n}=\sum_{i+j+n=s}\left(\bar{v}_{i} * x \bar{v}_{n}\right) * \bar{u}_{j}=\bar{u}_{s} .
$$

Since $\Phi(\Phi-1)=1-\Phi=x(\Phi-1)$ and $\chi \bar{u}_{s}=\bar{u}_{s}$ (by induction on $s$ ), $\Phi \Phi_{s} \bar{u}_{s}=\bar{u}_{s}$. Now formulas (i) and (ii) are immediate consequences of Theorem 7.1(i). Formula (iii) is proven by writing $\overline{\mathrm{v}}_{\mathrm{s}} *[2]=\mathrm{v}_{\mathrm{s}} *[1]$, computing $\mathrm{Q}^{\mathrm{r}}\left(\overline{\mathrm{v}}_{\mathrm{s}} *[2]\right)$ by the Cartan formula, noting that $(\Phi-1)_{*}$ commutes with $*$ and the $Q^{s}$ and takes [2] to [0], and explicitly calculating $Q^{r} \bar{u}_{s}=(\Phi-1)_{*} Q^{r}\left(\bar{v}_{s} *[2]\right)$. An essential point is that $(\Phi-1)_{*}\left(\bar{u}_{s}\right)=0$ for $s>0$, and it is this which allows (i) and (ii) to yield the same formula (iii).

Of course, these formulas completely determine the operations $Q^{\mathbf{r}}$ in $H_{*} \Gamma B O k_{q}$. The operations $\tilde{Q}^{r} v_{s}$ are trivial, and we shall compute the operations $\tilde{Q}^{T} u_{s}$ in Proposition 11.7 below, $u_{s}=\bar{u}_{s} *[1]$. Formula (ii) is extremely illuminating, as our later work will make clear. For example, it yields the following simple observation. (Compare Madsen [16, §2].)
Remarks 11.2. Consider the Bockstein spectral sequence of $\Gamma_{0} B \theta_{q}$. Obviously $\beta \bar{v}_{2 r}=\bar{v}_{2 r-1}$, hence $\beta \bar{u}_{2 r}=\bar{u}_{2 r-1}$. Thus

$$
E^{2}=P\left\{\bar{v}_{2 s}^{2}\right\} \otimes E\left\{\bar{u}_{2 s-1} * \bar{u}_{2 s}\right\}
$$

By I. 4. 11, $\quad \beta_{2} \bar{v}_{2 s}^{2}=\bar{v}_{2 s} * \bar{v}_{2 s-1}+Q^{2 s} \bar{v}_{2 s-1}$. Let $q \equiv \pm 3 \bmod 8$. Then

$$
\begin{aligned}
Q^{2 s} \bar{v}_{2 s-1} & =Q^{2 s}\left(v_{2 s-1} *[-1]\right)=Q^{2 s} v_{2 s-1} *[-2]+\bar{v}_{2 s-1}^{2} * \bar{v}_{1} \\
& =\sum_{i, j \leq 2 s-1, k} \bar{v}_{i} * \bar{v}_{k} * \bar{u}_{j-i} * \bar{u}_{4 s-1-j-k}+\bar{v}_{2 s-1}^{2} * \bar{v}_{1}
\end{aligned}
$$

Adding in $\overline{\mathrm{v}}_{2 \mathrm{~s}} * \overline{\mathrm{v}}_{2 \mathrm{~s}-1}$ and reducing modulo $\operatorname{Im} \beta$, we find that

$$
\beta_{2} \bar{v}_{2 s}^{2}=\sum_{i+j=s, j \geq 1} \bar{v}_{2 i}^{2} * \bar{u}_{2 j-1} * \bar{u}_{2 j}
$$

We conclude from Lemma I. 4. 11 that, for $r \geq 2$,

$$
E^{r+1}=P\left\{\bar{v}_{2 s}^{2^{r}}\right\} \otimes E\left\{\bar{v}_{2 s}^{2^{r}-2} \beta_{2} \bar{v}_{2 s}^{2}\right\} \text { with } \beta_{r+1} \bar{v}_{2 s}^{2^{r}}=\frac{\bar{v}_{2 s}^{r}-2}{\beta_{2} \bar{v}_{2 s}^{2}} .
$$

When $q \equiv \pm 1 \bmod 8, \beta_{2} \bar{v}_{2 \mathrm{~s}}^{2}=0$ and a rather complicated calculation of Fiedorowicz and Priddy [6] shows that if $r$ is maximal such that $2^{r}$ divides $\frac{1}{2}\left(q^{2}-1\right)$, then $\beta_{r} v_{2 s}^{2} \neq 0$ for all $s$.

The homology algebra of the multiplicative infinite loop space $\Gamma_{1} B O \mathrm{k}_{\mathrm{q}}$ can be computed the same way that of $\Gamma_{1} B H L^{2} \mathrm{k}_{\mathrm{r}}$ was computed in section 8. $\quad \pi_{1} \Gamma_{1} B \theta k_{q}=Z_{2} \oplus Z_{2}$ and the non-zero elements of $H^{1} \Gamma_{1} B \theta_{q}$ correspond to the families of homomorphisms $O\left(n, k_{q}\right) \rightarrow Z_{2}$ given by the determinant, the spinor norm, and their product. The first and last of these restrict non-trivially to $O\left(1, k_{q}\right)$. Let $\widetilde{\Gamma}_{1} B \Theta k_{q}$ be the fibre of the infinite loop map det: $\Gamma_{1} B \theta_{k_{q}} \rightarrow K\left(Z_{2}, 1\right)$. As a space, $\widetilde{\Gamma}_{1} B \theta \mathrm{k}_{\mathrm{q}}$ is equivalent to $\left(\mathrm{BSOk}_{\mathrm{q}}\right)^{+}$. The proof of the following result is the same as that of Lemma 9.3.

Lemma 11.3. $\Gamma_{1} B \theta k_{q}$ is equivalent as an infinite loop space to the product $B O\left(1, k_{q}\right) \times \widetilde{\Gamma}_{1} B \theta k_{q}$.

Proposition 11.4. $H_{*} \widetilde{F}_{1} B \theta k_{q}$ is the tensor product of the exterior algebra on the generators $u_{s}=\bar{u}_{s} *[1]$ and a polynomial algebra on one generator in each degree $\geq 2$.

While an elementary proof along the lines of those of Propositions 8.7 and 9.4 is possible, we prefer to rely on application of the Serre spectral sequence to diagram B below (together with Proposition 8.7) for identification of the polynomial algebra and on Corollary 11.5 below for identification of the exterior algebra.

As explained in detail in [R, VIII $\S 2$ and $\S 3]$, the calculations of Fiedorowicz and Priddy [6] together with the machinery of [R] and, for
diagram B, results of [2] and [19] imply that, when completed away from p, both of the following are equivalences of fibration sequences and commutative diagrams of infinite loop spaces and maps. Here the infinite loop spaces $\widetilde{\Gamma}_{0} B \theta \bar{k}_{p}$ and $\widetilde{\Gamma}_{1} B \theta \bar{k}_{p}$ are the fibres of the nontrivial maps from $\Gamma_{0} B \theta \bar{k}_{p}$ and $\Gamma_{i} B \Theta \bar{k}_{p}$ to $K\left(Z_{2}, 1\right)$.
(A)

(B)

$\hat{\lambda}_{\kappa}: \Gamma_{1} B \theta_{q} \rightarrow \mathrm{BO}_{\otimes}$ lifts to an infinite loop map $\widetilde{\Gamma}_{1} \mathrm{~B} \Theta_{k_{q}} \rightarrow \mathrm{BSO}_{\Theta}$ since $\left(\hat{\lambda}_{\kappa}\right) *\left(w_{1}\right)=$ det. Since the Brauer lift of $\eta: Z_{2} \rightarrow O\left(1, k_{q}\right)$ is $\eta: Z_{2} \rightarrow O(1, R), \quad\left(\hat{\lambda}_{\kappa}\right){ }_{*}\left(v_{i}\right)=v_{i}$.

Since $\bar{k}_{p}$ contains a square root of $a^{2}+b^{2}$, conjugation by $\delta_{n}$ is an inner automorphism of $O\left(n, \bar{k}_{p}\right)$ for all $n$. It follows that $\kappa \Phi \simeq \kappa: \Gamma_{0} B \odot k_{q} \rightarrow \Gamma_{0} B \vartheta \bar{k}_{p}$. Therefore $\Phi-1$ factors as $\psi_{\omega}$ for some $\operatorname{map} \omega: \Gamma_{0} B \Theta_{k_{q}} \rightarrow \Omega \Gamma_{0} B \Theta \bar{k}_{p}$. By Theorem 11.1, we see that $E\left\{\bar{u}_{s}\right\}$
coincides with $\zeta_{*} H_{*} \Omega \tilde{\Gamma}_{0} B \ominus \bar{k}_{p}$. Of course, the composite

$$
\begin{aligned}
R P^{\infty}=\mathrm{BZ}_{2} \xrightarrow{\eta} \mathrm{BO}\left(1, \mathrm{k}_{\mathrm{q}}\right) \xrightarrow{\iota} \Gamma_{1} B \theta_{k_{q}} \xrightarrow{\rho^{-1}} \Gamma_{0} B \theta_{k_{q}} \xrightarrow{\omega} \Omega \Gamma_{0} B \theta \bar{k}_{\mathrm{p}} \longrightarrow \\
\xrightarrow{\Omega \hat{\lambda}} \Omega \mathrm{BSO} \simeq \mathrm{SO}
\end{aligned}
$$

is homologically non-trivial. There is only one non-trivial A- algebra homo$\underset{\text { morphism }}{ } \mathrm{H}^{*} \mathrm{SO} \rightarrow \mathrm{H}^{*} \mathrm{RP}{ }^{\infty}$, hence this composite must coincide homologically
with the standard map $R P^{\infty} \rightarrow$ SO. This proves that $(\Omega \hat{\lambda})_{*}\left(\bar{u}_{s}\right)=a_{s} \in H_{*} S O$. In particular, Theorem 11.1 (iii) implies Kochman's calculation of $Q^{\mathbf{r}} \mathrm{a}_{\mathrm{s}}$; compare Remarks 5.10. Now the following analog of Corollary 9.6, which is again an immediate consequence of Lemma 9.5, implies the identification of exterior algebra generators specified in Proposition 11.4.

Corollary 11.5. The following diagram is homotopy commutative


Therefore $\rho \zeta$ is an H-map and

$$
(x *[1])(y *[1])=x * y *[1] \text { for } x, y \in \zeta_{*} H_{*} \Omega_{\Omega} \tilde{\Gamma}_{0} B \theta \bar{k}_{p} .
$$

In a rather roundabout way, quite explicit generators for the polynomial part of $H_{*} \widetilde{\Gamma}_{1} B \theta_{k_{q}}$ will appear in the next section. It is also useful to have, in addition to the global statement Proposition 11.4, particular formulas which determine the $\#$-product on $H_{*} \Gamma_{1} B \theta_{q}$ in terms of its basis in the $*$-product. Lemma 11.3 implies that $v_{T} v_{S}=(r, s) v_{r+s}$, the previous corollary gives $u_{r} u_{s}=u_{r} * u_{s}$, and the remaining formula required is given in the following result.

Proposition 11.6. $\quad u_{r} v_{s}=\sum_{i+j+k=s}(i, r) u_{r+i} * u_{j} * v_{k}$ for all $r$ and $s$.
Proof. By Proposition 1.5 (iv), the specified formula is equivalent to

$$
\bar{u}_{r} \bar{v}_{s}=\sum_{i, j}(i, j) \bar{u}_{i+j} * \bar{u}_{r-i} * \bar{u}_{s-j} \cdots
$$

We claim that the following diagram is homotopy commutative, where we have abbreviated $X=\Gamma_{0} B \vartheta_{k_{q}}$ :


The crucial relation $\Phi \circ \# \simeq \# \circ(\Phi \times 1)$ follows from the corresponding commutative diagram on the level of categories and functors, and the analogous relation $\chi \circ \frac{\#}{\#} \simeq \# \circ(x \times 1)$ follows from the fact that $\chi \times x=\pi(-1)$ (see I.1.5). Chasing $\overline{\mathrm{v}}_{\mathrm{r}} \otimes \overline{\mathrm{v}}_{\mathrm{S}}$ around the diagram, we obtain

$$
\bar{u}_{r} \bar{v}_{s}=(\Phi-1)_{*}\left(\bar{v}_{r}\right) \bar{v}_{S}=(\Phi-1)_{*}\left(\bar{v}_{r} \bar{v}_{S}\right) .
$$

By Proposition 1.5(iii) and the formula $v_{r} v_{S}=(r, s) v_{r+s}$, we have $\overline{\mathrm{v}}_{\mathrm{r}} \overline{\mathrm{v}}_{\mathrm{s}}=\sum_{i, j} \overline{\mathrm{v}}_{\mathrm{i}+\mathrm{j}} * \chi \overline{\mathrm{v}}_{\mathrm{r}-\mathrm{i}} * \chi \overline{\mathrm{v}}_{\mathrm{s}-\mathrm{j}}$. Since $(\Phi-1)_{*}$ commutes with $*$ and $\chi$ and since $\chi \overline{\mathrm{u}}_{\mathrm{s}}=\overline{\mathrm{u}}_{\mathrm{s}}$, the conclusion follows.

Finally, we prove the analog of Corollary 11.5 for the operations $\widetilde{Q}^{T}$ and thus complete the theoretical determination of the se operations in $\mathrm{H}_{*} \Gamma_{1} \mathrm{BO}_{\mathrm{q}}$.

Proposition 11.7. $\widetilde{Q}^{T}(x *[1])=Q^{T} x *[1]$ for $x \in \zeta_{*} H_{*} \Omega \tilde{\Gamma}_{0} B \theta \bar{k}_{p}$.
Proof. By the Adams-Priddy theorem [2], there exists an equivalence of infinite loop spaces completed at $2, \xi: \widetilde{\Gamma}_{0} B \theta \bar{k}_{p} \rightarrow \widetilde{\Gamma}_{1} B \theta \bar{k}_{p}$. Any two H-equivalences $\Omega \tilde{\Gamma}_{0} B \theta \bar{k}_{p} \rightarrow \Omega \tilde{\Gamma}_{1} B \theta \bar{k}_{p}$ necessarily induce the same homomorphism on homology since they necessarily restrict to the same homomorphism $H_{*} R P^{\infty} \rightarrow H_{*} \widetilde{\Gamma}_{1} \mathrm{~B} \vartheta \bar{k}_{\mathrm{p}}$ and since the image of $\mathrm{H}_{*} R P^{\infty}$ generates $H_{*} \widetilde{\Gamma}_{0} B \mathcal{G} \bar{k}_{p}$ as an algebra. Therefore, in the diagram of Corollary 11.5, $\Omega \rho$ behaves homologically as if it were $\Omega \xi$ and, since the ${ }^{\prime} \zeta$ are infinite loop maps, $\rho \zeta$ behaves homologically as if it were
an infinite loop map.
The reader is referred to [6, App. B] for alternative group theoretical proofs of the previous results and for further details on the algorithm they imply for the computation of the operations $\widetilde{\mathbb{Q}}^{\underline{T}}$ on $H_{*} \Gamma_{1} B \theta_{q}$.
12. Orientation sequences at $p=2$; analysis of $e: S F \rightarrow{ }^{\mathrm{J}} \otimes$

We return to the study of orientation sequences of the form (10.1), but here all homology groups are to be taken with $Z_{2}$ coefficients and all spaces and spectra are to be completed at 2.

Although apparently unrelated to BTop at $2, \mathrm{~B}(\mathrm{SF} ; \mathrm{kO})$ does play a central role, explained in $[R, V$ §3-5], in Adams' study of the groups $J(X)$ both at and away from 2. It is thus also of interest to understand its mod 2 homology. We begin by using the spaces studied in the previous section, with $q=3$, to reduce the analysis of $B(S F ; k O)$ to that of $B\left(S F ; j_{2}^{\delta}\right)$ and then give a detailed analysis of the behavior of the relevant unit map $\mathrm{e}: \mathrm{SF} \rightarrow \mathrm{J}_{\otimes 2}^{\delta}$ on homology.

Define $\mathrm{jO}_{2}^{\delta}$ to be the (completion at 2 of) the $\mathrm{E}_{\mathrm{\infty}}$ ring spectrum derived from the bipermutative category $\quad \Theta k_{3}$. As'explained in [R, VI. 5.7], $O k_{3}$ contains the bipermutative subcategory $\eta k_{3}$ whose morphisms are those elements $T \in O\left(n, k_{3}\right), n \geq 0$, such that $\nu(T) \operatorname{det}(T)=1$, where $v$ is the spinor norm. Define $j_{2}^{\delta}$ to be the (completion at 2 of) the $\mathrm{E}_{\infty}$ ring spectrum derived from ${\sum k_{3}}$. $\mathrm{By}[\mathrm{R}, \mathrm{VIII} .3 .2], \mathrm{jO}_{2}^{\delta}$ is equivalent to the fibre $\mathrm{jO}_{2}$ of $\psi^{3}-1: \mathrm{kO} \rightarrow$ bso and $\mathrm{j}_{2}^{\delta}$ is equivalent to the fibre $\mathrm{j}_{2}$ of $\psi^{3}-1: \mathrm{kO} \rightarrow$ bspin. Let $\mathrm{JO}_{2}^{\delta}, \mathrm{J}_{2}^{\delta}, \mathrm{JO}_{\otimes 2}^{\delta}$, and $\mathrm{J}_{\otimes 2}^{\delta}$ be the 0 -components and 1 -components of the zero ${ }^{\text {th }}$ spaces of $j O_{2}^{\delta}$ and $j_{2}^{\delta}$, and similarly without the superscript $\delta$. Diagrams (A) and (B) of the previous section give infinite loop equivalences $\mathrm{JO}_{2}^{\delta} \rightarrow \mathrm{JO}_{2}$ and $\mathrm{JO}_{\otimes 2}^{\delta} \rightarrow \mathrm{JO}_{\otimes 2} \cdot \mathrm{By}[\mathrm{R}, \mathrm{VIII} .3 .2$ and 3.4], we have analogous equivalences of fibration sequences of infinite loop spaces
( $\mathrm{A}^{\prime}$ )

(B')


Here $\mathrm{BO}^{\delta}=\Gamma_{0} \mathrm{BO} \overline{\mathrm{k}}_{3}, \mathrm{BO}{ }_{\otimes}^{\delta}=\Gamma_{1} \mathrm{BQ} \overline{\mathrm{k}}_{3}$, and $\mathrm{BSpin}{ }^{\delta}$ and $\mathrm{BSpin}{ }_{\otimes}^{\delta}$ are their 2-connected covers. $J_{2}$ is our choice for the space $\operatorname{Im} J$ at 2 . Many authors instead use the fibre $J_{2}^{1}$ of $\psi^{3}-1:$ BSO $\rightarrow$ BSO, which has the same homotopy type as $\mathrm{J}_{2}$ but a different H-space structure. Various reasons for preferring $J_{2}$ were given in $[R, V \S 4]$, and the calculations below give further evidence that this is the correct choice.

By [R, VIII. 3. 4], we have a commutative diagram of infinite loop spaces and maps


As explained in $[R$, VIII $\S 3$ and $V \S 4$ and $\S 5], B\left(S F ; j_{2}^{\delta}\right)$ is equivalent to the infinite loop space $B C o k e r J_{2}$, abbreviated $\mathrm{BC}_{2}$, where the latter can and should be defined as the fibre of the universal cannibalistic class $c\left(\psi^{3}\right): B(S F ; k O) \rightarrow B S p i n \otimes \cdot B y[R, V .4 .8$ and VIII. 3.4], the composite (1) $\mathrm{B}\left(\mathrm{SF} ; \mathrm{j}_{2}^{\delta}\right) \times \mathrm{BSpin} \xrightarrow{\hat{\mathrm{\lambda} \lambda} \circ \mathrm{BK} \times \mathrm{g}} \mathrm{B}(\mathrm{SF} ; \mathrm{kO}) \times \mathrm{B}(\mathrm{SF} ; \mathrm{kO}) \xrightarrow{\emptyset} \mathrm{B}(\mathrm{SF} ; \mathrm{kO})$
is an equivalence, where $g$ is the Atiyah-Bott-Shapiro ori entation. Using
work of Madsen, Snaith, and Tornehave [19] and of Adams and Priddy [2], Ligaard recently proved that $g$ is an infinite loop map (see [R, V§7]). Thus the specified composite is an equivalence of infinite loop spaces, and analysis of $B(S F ; k O)$ reduces to analysis of $B\left(S F ; j_{2}{ }^{\delta}\right) \simeq B C_{2}$.

As explained in [R, VIII §4], there is a commutative diagram of infinite loop spaces and maps


Here $\alpha_{2}^{\delta}$ is emphatically not an equivalence. In homology, the proof of [ $R$, VIII. 4.1] gives the formula

$$
\left(\alpha_{2}^{\delta}\right)_{*}\left(Q^{I}[1] *\left[-2^{\ell(I)}\right]\right) \cdot\left[3^{2^{\ell(I)}}\right]=\tilde{Q}^{I}[3] .
$$

On the other hand, the Adams conjecture yields a homotopy commutative diagram


Here $S F / S p i n \simeq B O(1) \times F / O$ as an infinite loop space by $[R, V .3 .4]$, and the following composites are equivalences by [R, V. 4.7 and VIII§3], where $\left(\mathrm{SF} ; \mathrm{j}_{2}{ }^{\delta}\right)=\Omega \mathrm{B}\left(\mathrm{SF} ; \mathrm{j}_{2}^{\delta}\right) \simeq \mathrm{C}_{2}$.
(2) $\mathrm{J}_{2} \xrightarrow{\alpha_{2}} \mathrm{SF} \xrightarrow{\mathrm{e}} \mathrm{J}_{\otimes 2}^{\delta}$
(2) $J_{2} \times\left(S F, j_{2}^{\delta}\right) \xrightarrow{\alpha_{2} \times \Omega(\mathrm{B} \hat{\lambda} \circ \mathrm{BK})} \mathrm{SF} \times \mathrm{SF} \xrightarrow{\phi} \mathrm{SF}$
(3) $\mathrm{BO} \times\left(\mathrm{SF} ; \mathrm{j}_{2}^{\delta}\right) \xrightarrow{\gamma_{2} \times 72(\mathrm{Bi} \circ \mathrm{BK})} \mathrm{SF} / \mathrm{Spin} \times \mathrm{SF} / \mathrm{Spin} \xrightarrow{\phi} \mathrm{SF} / \mathrm{S}$ pin .

With these facts in mind, we return to homology. Comparison of diagram $A^{\prime}$ to diagram $A$ of the previous section yields the following addendum to Theorem 11.1. Let $\bar{u}_{0}=\bar{v}_{0}=[0]$.

Proposition 12.1. $\quad H_{*} J_{2}^{\delta}=P\left\{\sum_{i+j=s} \bar{u}_{i} * \bar{v}_{j} \mid s \geq 1\right\} \otimes E\left\{\bar{u}_{s}^{\prime} \mid s \mathcal{F}^{\prime} 2^{i}\right\} C H_{*} J O_{2}^{\delta}$, where $\bar{u}_{s}^{\prime} \in E\left\{\bar{u}_{S}\right\}$ and $\bar{u}_{s}+\bar{u}_{s}$ is decomposable (under *).

Proof. The following evaluation formulas hold for $\mathrm{JO}_{2}^{\delta}$ :

$$
\begin{aligned}
& \left.\left.\left.<\operatorname{det}, \overline{\mathrm{v}}_{1}\right\rangle=1, \quad<v \cdot \operatorname{det}, \overline{\mathrm{v}}_{1}\right\rangle=1, \quad<v, \overline{\mathrm{v}}_{1}\right\rangle=0 \\
& \left.\left.\left.<\operatorname{det}, \overline{\mathrm{u}}_{1}\right\rangle=0, \quad<v \cdot \operatorname{det}, \overline{\mathrm{u}}_{1}\right\rangle=1, \quad<v, \overline{\mathrm{u}}_{1}\right\rangle=1 .
\end{aligned}
$$

Indeed, for $\overline{\mathrm{v}}_{1}$, these hold by consideration of the composite $\mathrm{BO}\left(1, \mathrm{k}_{3}\right) \rightarrow \mathrm{JO}_{\otimes 2}^{\delta} \xrightarrow{\text { det }} \mathrm{K}\left(\mathrm{Z}_{2}, 1\right)$, while $<\operatorname{det}, \overline{\mathrm{u}}_{1}>=0$ since det $=(\operatorname{det}) \circ$ $\circ$; the remaining formulas are forced by the fact that det, $v$. det, and $v$ are distinct cohomology classes. Therefore $\bar{u}_{1}+\bar{v}_{1}$ is the image of $H_{1} J_{2}^{\delta}$ in $\mathrm{H}_{1} \mathrm{JO}_{2}^{\delta}$. Since $\tilde{\mathrm{H}}_{*} \mathrm{~J}_{2}^{\delta}$ consists of

$$
\left\{x \mid \psi x=\sum x^{\prime} \otimes x^{\prime \prime},(v \cdot \operatorname{det})_{*}\left(x^{\prime}\right)=0 \text { if } \operatorname{deg} x^{\prime}>0\right\} \subset H_{*} J O_{2}^{\delta}
$$

it follows by induction and the fact that $\mathrm{H}_{\mathrm{s}} \mathrm{K}\left(\mathrm{Z}_{2}, 1\right)$ contains no non-zero primitive elements if $s>1$ that $\sum \bar{u}_{i} * \bar{v}_{j} \in \mathrm{H}_{*} \mathrm{~J}_{2}^{\delta}$. The rest is clear.

$$
\text { Recall that } H^{*} S O=P\left\{\sigma^{*} w_{2 s} \mid s \geq 1\right\} \text { and } H^{*} \operatorname{Spin}=H^{*} S O /\left(\sigma^{*} w_{2}\right) \text {. }
$$ In the dual basis, with $\left\langle\sigma^{*}{ }^{*}{ }_{2 s}, a_{2 s-1}^{\prime}\right\rangle=1$,

$$
\mathrm{H}_{*} \operatorname{Spin}=\Gamma\left\{a_{2 s-1}^{\prime} \mid s \geq 2\right\} \subset \Gamma\left\{a_{2 s-1}^{\prime} \mid s \geq 1\right\} \quad=\mathrm{H}_{*} \mathrm{SO} .
$$

The change of basis implicit in the proposition corresponds to that comparing this description of $H_{*} S O$ to that given by $H_{*} S O=E\left\{a_{s}\right\}$, $a_{s} \in \operatorname{ImH} H^{R} P^{\infty}$.

The following corollary, a less obvious analog of which for $J_{2}^{\prime}$ was first proven by Madsen [15], explains why e $\alpha_{2}^{\delta}$ could not possibly be an
equivalence and demonstrates that no choice of $\alpha_{2}: J_{2} \rightarrow$ SF can be an Homap.

Corollary 12.2. No H-map $J_{2} \rightarrow \mathrm{SF}$ can induce a monomorphism in $(\bmod 2)$ homology in degree 2.

Proof. $\left\{\overline{\mathrm{v}}_{2}, \overline{\mathrm{v}}_{1}^{2}=\left(\bar{u}_{1}+\overline{\mathrm{v}}_{1}\right)^{2}\right\}$ and $\left\{\mathrm{x}_{2}, \mathrm{x}_{(1,1)}\right\}$ are bases for $\mathrm{H}_{2} \mathrm{~J}_{2}^{\delta} \cong \mathrm{H}_{2} \mathrm{~J}_{2}$ and $\mathrm{H}_{2} \mathrm{SF}$, and $\overline{\mathrm{V}}_{1}{ }^{2}$ maps to zero under any H-map.

We wish to study e: $S F \rightarrow J_{\otimes 2}^{\delta}$, and it is convenient to first use Proposition 12.1 and Theorem 11.1 to study $e: \Omega_{0} S^{0} \rightarrow J_{2}^{\delta}$.

Theorem 12.3. The restriction of $e_{*}: \mathrm{H}_{*} \mathrm{Q}_{0} \mathrm{~s}^{0} \rightarrow \mathrm{H}_{*} \mathrm{~J}_{2}^{\delta}$ to the
*-subalgebra

$$
P\left\{Q^{5}[1] *[-2] \mid s \geq 1\right\} \otimes P\left\{Q^{2^{s} n+2^{s}} Q^{2^{s} n}[1] *[-4] \mid s \geq 0 \text { and } n \geq 1\right\}
$$

of $\mathrm{H}_{*} \mathrm{Q}_{0} \mathrm{~S}^{0}$ is an epimorphism.
Proof. By Theorem 11.1, the following congruences hold modulo
*-decomposable elements of $\mathrm{H}_{*} \Gamma B \mathrm{O}_{3}$ :

$$
Q^{s}[1]=\sum v_{k} * u_{s-k} \equiv v_{s} *[1]+u_{s} *[1]
$$

and

$$
Q^{r} Q^{s}[1] \equiv Q^{r}\left(v_{s} *[1]\right)+Q^{r}\left(u_{s} *[1]\right) \equiv(x-s-1, s) v_{r+s} *[3]
$$

Since $(x-s-1, s)=0$ for all $r>s$ such that $r+s=t$ if and only if $t$ is a power of 2 , the coefficient prevents decomposition of $u_{2} q$ in terms of * and the operations $Q^{r}$ (as is consistent with $\operatorname{Im} e_{*} \subset H_{*} J_{2}^{\delta} \subset H_{*} \mathrm{JO}_{2}^{\delta}$ ). If $t=2^{s}(2 n+1)$, then $\left(2^{s}-1,2^{s} n\right)=1$ and therefore

$$
Q^{2^{s} n+2^{s}} Q^{2^{s} n}[1] \equiv v_{t} *[3]
$$

The conclusion follows immediately from Proposition 12.1.
Turning to multiplicative structures, we note first that comparison of diagram $B^{\prime}$ to diagram $B$ of the previous section yields the following
addendum to Propositions 11.4 and 11.7 and Corollary 11.5. Let $\tilde{J}^{\delta} \mathbb{O}_{2}$ denote the universal cover of $J_{\otimes 2}^{\delta}$, namely the fibre of det: $J_{\otimes 2}^{\delta} \rightarrow K\left(Z_{2}, 1\right)$, and observe that we have the following commutative diagram of fibration sequences of infinite loop spaces:


Proposition 12.4. $H_{*} \widetilde{J} \otimes 2$ is the tensor product of the exterior algebra on the generators $u_{s}^{\prime}=\bar{u}_{s}^{\prime} *[1]$ and a polynomial algebra on one generator in each degree $\geq 2$. For $x, y \in E\left\{u_{s}^{1}\right\}=\xi_{*} H_{*} S^{\prime}{ }^{2} Q^{\prime}$

$$
\mathrm{xy}=\mathrm{x} * \mathrm{y} \text { and } \tilde{\mathrm{Q}}^{\mathrm{x}} \mathrm{x}=\mathrm{Q}^{\mathrm{r}}(\mathrm{x} *[-1]) *[1]
$$

Recall that $*$ is the translate of the $*$ product from the 0 -component to the 1-component.

$$
\tilde{J}_{\bigotimes}^{\delta} \text { has been constructed by first taking the fibre of }
$$

$v$. det: $J O_{\otimes 2}^{\delta} \rightarrow K\left(Z_{2}, 1\right)$ and then that of det. Since we could equally well reverse the order, $\tilde{J}^{\delta} \otimes^{2}$ is also the universal cover of $\tilde{\Gamma}_{1} B O k_{3}$. Since $v$. det restricts non-trivially to $O\left(1, k_{3}\right), \quad J O_{\otimes 2}^{\delta} \simeq B O\left(1, k_{3}\right) \times J_{\otimes 2}^{\delta} \quad$ as an infinite loop space, this splitting being distinct from the splitting $J O_{\bigotimes 2}^{\delta} \simeq \operatorname{BO}\left(1, k_{3}\right) \times \tilde{\Gamma}_{1} B \sigma_{k_{3}}$ of Lemma 11.3.

Theorem 12.5 The restriction of $e_{*}: \mathrm{H}_{*} \mathrm{SF} \rightarrow \mathrm{H}_{*} \mathrm{~J}^{\delta} \otimes 2$ to the \#-subalgebra

$$
\left.E\left\{x_{r} \mid x \geq 1\right\} \otimes P\left\{x_{\left(2^{s}, 2^{s}\right)} \mid s \geq 0\right\} \otimes P_{\left(2^{s} n+2^{s}, 2^{s} n\right)} \mid s \geq 0 \text { and } n \geq 1\right\}
$$

of $\mathrm{H}_{*} \mathrm{SF}$ is an isomorphism.
Proof. Note first that $e_{*} x_{r}=\sum v_{k} \underline{*}_{r-k}$ maps non-trivially to $\mathrm{H}_{*} \mathrm{~K}\left(\mathrm{Z}_{2}, 1\right)$ under $\operatorname{det}: J_{\otimes 2}^{\delta} \rightarrow \mathrm{K}\left(\mathrm{Z}_{2}, 1\right)$ since this assertion holds for $\mathrm{x}_{1}$ by Theorem 12.3. Of course, we must not confuse

$$
\mathrm{H}_{*} \dot{\mathrm{SO}} \xrightarrow{\mathrm{j}_{*}} \mathrm{H}_{*} \mathrm{SF} \xrightarrow{\mathrm{e}_{*}} \mathrm{H}_{*} \mathrm{~J}_{\otimes 2}^{\delta} \text { with } \mathrm{H}_{*} \mathrm{Spin}_{\otimes} \xrightarrow{\zeta} \mathrm{H}_{*} \mathrm{~J}_{\otimes 2}^{\delta} .
$$

Indeed, $u_{r}^{\prime} \in \operatorname{Im} \zeta_{*}$ and the inverse image of $u_{r}^{\prime}$ in the $\#$-subalgebra of $\mathrm{H}_{*} \mathrm{SF}$ specified in the statement is most unobvious. Let $p_{2 s+1}=x_{2 s+1}+\sum_{j=1}^{s} x_{j} x_{2 s+1-j}$ be the non-zero primitive element of degree $2 s+1$ in $E\left\{x_{r}\right\}$ and let $p_{s}^{\prime}=s x_{s}+\sum_{j=1}^{s-1} x_{j} \not$ * $_{s-j}^{\prime}$ be the non-zero primitive element of degree $s$ in $P\left(\left\{x_{r}\right\}\right.$; *). Obviously $p_{1}=p_{1}^{\prime}$, and Propositions 1.5 and 1.6 give

$$
\begin{aligned}
& \quad x_{1} x_{2}=x_{(2,1)}+x_{2} * x_{1}+x_{1} * x_{1} * x_{1} \text {, hence } p_{3}=p_{3}^{\prime}+x_{(2,1)} \\
& \text { Therefore } e_{*}\left(p_{1}\right) \neq 0 \text { and } e_{*}\left(p_{3}\right) \neq 0 \text { by Theorem 12.3. Since } \\
& P_{*}^{r} Q^{s}[1]=(r, s-2 r) Q^{s-r}[1], \text { we have } \\
& P_{*}^{2 r} p_{2 s+1}=(2 r, 2 s+1-4 r) p_{2 s-2 r+1}=(r, s-2 r) p_{2 s-2 r+1}
\end{aligned}
$$

In particular,

$$
P_{*}^{2 s} P_{4 s+1}=P_{2 s+1} \text { and } P_{*}^{2^{s}} P_{2^{s}(t+1)+1}=p_{2^{s} t+1} \text { if } s \geq 1 \text { and } t \text { is odd. }
$$

The second of these shows that $\mathrm{p}_{2^{s} \mathrm{t}+1}$ can be hit by iterated Steenrod operations acting on some $p_{2} q_{+1}$, and the first of these shows that $p_{2} q_{+1}$ hits $p_{3}$ under some iterated Steenrod operation. The same formulas also hold for the Steenrod operations on the odd degree primitive elements of
$P\left\{\bar{u}_{s}+\bar{v}_{s}\right\}$ and $E\left\{\bar{u}_{s}^{\prime}\right\}$ hence, by translation to the 1 -component, on the two basic families of odd degree primitive elements of $H_{*} J^{\delta} \otimes_{2}$. Therefore $e_{*} p_{2 s+1} \neq 0$ for all $\mathrm{s} \geq 0$, and the restriction of $e_{*}$ to $E\left\{x_{r}\right\}$ is a monomorphism. Let $f$ denote the composite

where $\mathrm{BO}_{\otimes}^{\delta} \rightarrow \mathrm{BSO}_{\otimes}^{\delta}$ is induced by the evident splitting of infinite loop spaces $\mathrm{BO}_{\bigotimes}^{\delta} \simeq \mathrm{BO}\left(1, \overline{\mathrm{k}}_{3}\right) \times \mathrm{BSO}_{\bigotimes}^{\delta}$. By an easy comparison of dimensions argument, it suffices to prove that $f$ is an epimorphism and thus an isomorphism. By the Adams-Priddy theorem [2], $\mathrm{BSO}_{\bigotimes}^{\delta} \simeq$ BSO as an infinite loop space. In particular, the known formulas for the Steenrod operations on the indecomposable elements of $H_{*}$ BSO apply equally well to $\mathrm{H}_{*} \mathrm{BSO}_{\otimes}^{\delta}$. Explicitly, if $\mathrm{y}_{\mathrm{s}}$ is the non-zero element of degree s in $\mathrm{QH}_{*} \mathrm{BSO}_{\otimes}^{\delta}$, then

$$
P_{*}^{s} y_{2 s}=y_{s} \text { and } P_{*}^{2 r} y_{2 s+1}=(r, s-2 r) y_{2 s-2 r+1} .
$$

By the Nishida relations I.I.1(9), the analogous formulas

$$
P_{*}^{r+s} X_{(2 r, 2 s)}=X_{(r, s)} \text { and } P_{*}^{2 r} X_{(s+1, s)}=(r, s-2 r) x_{(s-r+1, s-r)}
$$

hold in $\mathrm{H}_{*} \mathrm{SF}$. By use of appropriate special cases (exactly like those in the first half of the proof), it follows that $f$ induces an epimorphism on indecomposable elements since, by Theorem $12.3, \mathrm{fx}_{(1,1)}$ and $\mathrm{fx}_{(2,1)}$ are non-zero indecomposable elements.

An obvious comparison of dimensions argument gives the following corollary, which complements Proposition 12.4. For notational convenience, define $t_{r} \in H_{r} J_{\otimes 2}^{\delta}$ for $r \geq 2$ by


Corollary 12.6. As an algebra under \#,
$H_{*} J_{\otimes 2}^{\delta}=E\left\{u_{r}^{\prime} \mid r \neq 2^{q}\right\} \otimes E\left\{e_{*} x_{2 q} \mid q \geq 0\right\} \otimes P\left\{t_{r} \mid r \geq 2\right\}$.
Comparison of this result to Theorem 6.3 is illuminating: The R-
algebra generators of $\mathrm{H}_{*} \mathrm{SF}$ map onto algebra generators for the complement of $\zeta_{*} \mathrm{H}_{*} \operatorname{Spin}^{\delta} \otimes$ in $\mathrm{H}_{*}{ }^{\delta} \otimes_{2}^{\delta}$.

Remark 12.7. By (*), the composite $\mathrm{SF} \xrightarrow{\mathrm{e}} \mathrm{J}_{\otimes 2} \xrightarrow{\kappa} \mathrm{BO}_{\otimes} \xrightarrow{\hat{\lambda}} \mathrm{BO}_{\otimes}$ is the unit infinite loop map $e: S F \rightarrow \mathrm{BO}_{\otimes}$. Since $\mathrm{x}_{(\mathrm{x}, \mathrm{s})}=\mathrm{Q}^{\mathrm{r}} \mathrm{Q}^{5}[1] *[-3]$, $e_{*} \mathrm{X}(r, s)$ can be read off in terms of the basis for $H_{*} \mathrm{BO}_{\otimes}$ specified by $\mathrm{H}_{*} \mathrm{BO}_{\otimes}=P\left(\left\{v_{s}\right\}, \underline{*}\right)$ by application of Theorem 7.1(i). Thus the results above yield explicit polynomial generators for $H_{*} \mathrm{BSO}_{\otimes} \subset \mathrm{H}_{*} \mathrm{BO}_{\otimes}$; that the images of the $t_{r}$ do actually lie in $H_{*} \mathrm{BSO}_{\otimes}$ can be checked by verifying that they come from $\mathrm{H}_{*} \mathrm{BSO}(2)$.

We require two further technical results in order to obtain complete information about the various algebra structures on the classifying space level. The following result was first noted by Fiedorowicz

Lemma 12.8. For $r \neq 2^{q}, e_{*} x_{(r, r)}$ is a $\frac{H}{\#}$-decomposable element of $\mathrm{H}_{*}{ }^{\top} \otimes_{2}^{\delta}$.

Proof. Working in $H_{*} \Gamma B O k_{3}$, we find that

$$
Q^{r} Q^{r}[1]=Q^{r}[1] * Q^{r}[1]=\left(\sum v_{j} * u_{r-j}\right) *\left(\sum v_{k} * u_{r-k}\right)
$$

$=\sum v_{j} * v_{j} * u_{r-j} * u_{r-j}=v_{r} * v_{r} *[2]$
by Theorem 11.1, symmetry, and the fact that $u_{i} * u_{i}=0$. Thus
$e_{*} x_{(r, r)}=v_{r} * v_{r}$. Since $\psi\left(v_{r} * v_{r}\right)=\sum_{i \neq j=r}\left(v_{i} * v_{i}\right) \otimes\left(v_{j} * v_{j}\right)$, we can
form the (Newton) primitive elements

$$
b_{s}=s\left(v_{s} * v_{s}\right)+\sum_{j=1}^{s-1}\left(v_{j} * v_{j}\right) b_{s-j}
$$

If $s$ is odd, $b_{s} \equiv v_{s} * v_{s}$ modulo $\#$-decomposable elements and $b_{s}$ has even degree. In degrees $>2$, all even degree primitive elements of $H_{*}{ }^{-}{ }^{\delta} \otimes 2$ are squares. Therefore $v_{r} * v_{r}$ is \#-decomposable if $r \geq 3$ is odd. Since $H^{*} J_{\otimes 2}^{\delta}$ is a polynomial algebra, the squaring homomorphism on its primitive elements is a monomorphism. Dually, the halving homomorphism $P_{*}^{n}: H_{2 n} J_{\otimes 2}^{\delta} \rightarrow H_{n} J_{\otimes 2}^{\delta}$ induces an epimorphism, and thus an isomorphism if $n \geq 2$, on indecomposable elements. Since $P_{*}^{2 r}\left(v_{2 r} * v_{2 r}\right)=v_{r} * v_{r}$, the conclusion follows.

Lemma 12.9. For $x \neq 2^{q}, \widetilde{Q}^{r+1} t_{r} \equiv t_{2_{r+1}}+e_{*} x_{2 r+1}$ modulo $\#$-decomposable elements of $\mathrm{H}_{*}{ }^{\mathrm{J}} \otimes_{2}^{\delta}$.

Proof. By the Nishida relations and the proof of Theor em 12.5, $P_{*}^{2 r} \tilde{Q}^{2 r+1} t_{2 r}=\tilde{Q}^{r+1} t_{r}, \quad P_{*}^{2 r} t_{4 r+1}=t_{2 r+1}, \quad$ and $P_{*}^{2 r} x_{4 r+1}=x_{2 r+1}$.

Thus, by the argument of the previous proof, it suffices to prove the result when $r$ is odd. Similarly, if $2 q \leq r+1$,

$$
\begin{gathered}
P_{*}^{4 q} \tilde{Q}^{2 r+2} t_{2 r+1}=(q, r-2 q) \widetilde{Q}^{2 r-2 q+2} t_{2 r-2 q+1} \\
P_{*}^{4 q_{t_{4 r+3}}=(q, r-2 q) t}{ }_{4 r-4 q+3} \text { and } P_{*}^{4 q_{x_{4 r+3}}=(q, r-2 q) t}{ }_{4 r-4 q+3} .
\end{gathered}
$$

By the special cases cited in the proof of Theorem 12.5, it suffices to prove the result when $r=3$. Since $t_{3}=e_{*} x_{(2,1)}$ is primitive, $\tilde{Q}^{4} t_{3}$ is also primitive and is therefore of the form $a q_{7}+b r_{7}$, where

$$
q_{k}=k v_{k}+\sum_{j=1}^{k-1} v_{j} * q_{k-j} \text { and } r_{2 k+1}=u_{2 k+1}+\sum_{j=1}^{k} u_{j} * u_{2 k+1-j}
$$

Clearly, the coefficients $a$ and $b$ can be read off from a calculation of $\widetilde{Q}^{4} \mathrm{t}_{3}$ modulo $*$-decomposable elements. Theorem 11.1 implies that

$$
e_{*} x_{(2,1)}=q_{3}=v_{3}+v_{2} * v_{1}+v_{1} * v_{1} * v_{1}
$$

The mixed Cartan formula, Proposition 1.5 (in particular $\mathrm{x} \cdot[0]=0$ if deg $x>0$ ), Theorem 11.1, and the fact that $\widetilde{Q}^{r} v_{s}=0$ if $x>0$ and $s>0$ imply that, modulo $*$-decomposable elements, $\ddot{\mathrm{Q}}^{4}\left(\mathrm{v}_{1} \nsubseteq \mathrm{v}_{1} \xrightarrow{*} \mathrm{v}_{1}\right) \equiv 0$, $\tilde{Q}^{4} v_{3}=0$, and

$$
\tilde{Q}^{4}\left(v_{2} * v_{1}\right) \equiv Q^{4}\left(v_{2} \bar{v}_{1}\right) *[1] \equiv Q^{4} v_{3} *[-1] \equiv u_{7}+v_{7}
$$

Therefore $a=b=1$ and $\vec{Q}^{4} t_{3}=q_{7}+r_{7}$. We must still calculate $q_{7}+r_{7}$ modulo \#-decomposable elements. Recall from the proof of Theorem 12.5 that $p_{3}=p_{3}^{1}+x_{(2,1)}$. Since $p_{2 s+1} \equiv x_{2 s+1}$ modulo $\#$-decomposable elements, the formulas for Steenrod operations in the cited proof imply that

$$
e_{*} \mathrm{P}_{2 s+1}^{1} \equiv e_{*}^{x} 2 s+1+e_{*}^{x}(s+1, s) \text { modulo } \# \text {-decomposable elements. }
$$

Since $p_{s}^{\prime}=s x_{s}+\sum_{j=1}^{s-1} x_{j} \not{ }^{*} p_{s-j}^{\prime}$, Theorem 11.1 implies that

$$
e_{*} P_{2 s+1}^{\prime} \equiv e_{*} x_{2 s+1} \equiv v_{2 s+1}+u_{2 s+1} \text { modulo } * \text { - decomposable elements }
$$

Therefore $e_{*} p_{2 s+1}^{1}=q_{2 s+1}+r_{2 s+1}$ and
$q_{2 s+1}+r_{2 s+1} \equiv e_{*} x_{2 s+1}+e_{*} x_{(s+1, s)}$ modulo $\#$-decomposable elements.
We shall also need the following consequence of the previous lemma.
Corollary 12.10. For $r \neq 2{ }^{q}, \tilde{\mathbb{Q}}^{2 r+2} t_{2 r} \equiv t_{4 r+2}+e_{*} x_{4 r+2}$ modulo $\#$-decomposable elements of $\mathrm{H}_{*} \mathrm{~J}^{\delta} \otimes 2$.
$\stackrel{\ddots}{\text { Proof. Certainly }} \tilde{Q}^{2 r+2} t_{2 r} \equiv$ at $_{4 r+2}+$ be $_{*} x_{4 r+2}$ for some constants $a$ and $b$, and we see that $a=b=1$ by applying $\beta$ to both sides.
§13. The homology of BCokerJ, $B S F$, and $B J ~ a t ~ p=2$.
Until otherwise specified, all homology and cohomology groups are to be taken with $Z_{2}$ coefficients. Again, all spaces and spectra are to be completed at 2.

Precisely as in Section 10, we can now exploit our understanding of $\mathrm{e}_{*}: \mathrm{H}_{*} \mathrm{SF} \rightarrow \mathrm{H}_{*} \mathrm{~J}_{\otimes 2}^{\delta}$ to compute $\mathrm{H}_{*} \mathrm{~B}\left(\mathrm{SF} ; j_{2}^{\delta}\right)$ as a sub Hopf algebra of $\mathrm{H}_{*}$ BSF. We first specify certain elements of $\mathrm{H}_{*} \mathrm{SF}$ which lie in the kernel of $e_{*}$. Here there are two different choices available according to whether we choose to use the description of $H_{*} S F$ given in Theorem 5.1 or in

Theorem 6.1. For each $I=(J, K), \ell(K)=2$, such that $X_{I} \in X$ (as in 5.1), write $\widetilde{x}_{I}=\widetilde{Q}^{J} x_{K}$ for the corresponding element of $\widetilde{X}$ (as in 6.1). There are unique elements

$$
z_{I^{\prime}}, \tilde{z}_{I} \in E\left\{x_{r}\right\} \otimes P\left\{x_{\left(2^{s}, 2^{s}\right)}\right\} \otimes P\left\{x_{\left(2^{s} n+2^{s}, 2^{s} n\right)}\right\}
$$

such that $e_{*} z_{I}=e_{*} x_{I}$ and $e_{*} \tilde{z}_{I}=e_{*} \tilde{x}_{I}$, and we define

$$
y_{I}=x_{I}+z_{I} \quad \text { and } \quad \tilde{y}_{I}=\tilde{x}_{I}+\tilde{z}_{I}
$$

The following sequence of results gives a complete analysis of the behavior on mod 2 homology of the diagram
(*)


Our first result is an immediate consequence of Theorems 5.1 and 6.1 and the observation that $E^{2}=E^{\infty}$ in the Eilenberg-Moore spectral sequence converging from $\operatorname{Tor}^{\mathrm{H}_{*}(\mathrm{~F} / \mathrm{O})}\left(\mathrm{Z}_{2}, \mathrm{Z}_{2}\right)$ to $\mathrm{H}_{*} \mathrm{~B}(\mathrm{~F} / \mathrm{O})$. It is recorded in order to clarify the counting arguments needed to prove the following two results, which implicitly contain alternative, more geometrically based, descriptions of $H_{*} B S F$ and $H_{*} B(F / O)$.

Theorem 13.1. As Hopf algebras,

$$
H_{*} \operatorname{BSF}=H_{*} \operatorname{BSO} \otimes \mathrm{E}\left\{\sigma_{*} \mathrm{x}(\mathrm{~s}, \mathrm{~s}) \mid \mathrm{s} \geq 1\right\} \otimes \mathrm{AB} \tilde{X}
$$

and

$$
\mathrm{H}_{*} \mathrm{~B}(\mathrm{~F} / \mathrm{O})=\mathrm{H}_{*} \mathrm{BSF} / / \mathrm{H}_{*} \mathrm{BSO}=\mathrm{E}\left\{\sigma_{*} \mathrm{x}(\mathrm{~s}, \mathrm{~s}) \mid \mathrm{s} \geq 1\right\} \otimes \mathrm{AB} \overrightarrow{\mathrm{X}}
$$

where $B \tilde{X}=\left\{\sigma_{*} \tilde{x}_{I} \mid \ell(I)>2\right.$ and $e(I)>1$ or $\ell(I)=2$ and $\left.e(I) \geq 1\right\}$.
Theorem 13.2. The image of $\mathrm{H}_{*} \mathrm{~B}\left(\mathrm{SF} ; \mathrm{j}_{2}^{\delta}\right.$ ) in $\mathrm{H}_{*} \mathrm{BSF}$ (under $\mathrm{q}_{*}$ )
is the tensor product of the following three sub Hopf algebras:

$$
\begin{aligned}
& E\left\{\sigma_{*} \tilde{y}_{(r, r)} \mid r \geq 3 \text { and } r \neq 2^{q}\right\} \\
& P\left\{\sigma_{*} \tilde{y}_{(r+1, r)} \mid r \geq 3 \text { and } r \neq 2^{q}\right\}
\end{aligned}
$$

$$
P\left\{\sigma_{*} \breve{y}_{I} \mid \ell(I) \geq 2 \quad \text { and } \quad e(I) \geq 2 ; I \neq\left(2^{s} n+2^{s}, 2^{s} n\right)\right\}
$$

Moreover, $\sigma_{*} \widetilde{y}_{(r, x)}=\sigma_{*} x(r, r)$ and, if $r=2^{s}(2 n+1)$,

$$
\sigma_{*} \tilde{y}_{(r+1, r)}=\sigma_{*} x_{(r+1, r)}+\sigma_{*} x_{2 r+1}+\left(\sigma_{*} x_{\left(2^{s}{ }_{n+2}, 2^{s} n\right)}\right)^{2}
$$

The result remains true with $\sigma_{*} \widetilde{y}_{\mathrm{I}}$ replaced by $\sigma_{*} y_{I}$ in the third algebra.
Theorem 13.3. The restriction of $(\mathrm{Be})_{*}: \mathrm{H}_{*} \mathrm{BSF} \rightarrow \mathrm{H}_{*} \mathrm{BJ}_{\otimes 2}^{\delta}$ to the sub Hopf algebra

$$
\begin{gathered}
\mathrm{H}_{*} \mathrm{BSO} \otimes \mathrm{E}\left\{\sigma_{*}^{\mathrm{x}}{ }_{\left(2^{\mathrm{s}}, 2^{\mathrm{s}}\right)} \mid \mathrm{s} \geq 0\right\} \otimes \mathrm{P}\left\{\sigma_{*^{\mathrm{x}}}^{\left(2^{\mathrm{s}}+1,2^{\mathrm{s}}\right)} \mid \mathrm{s} \geq 0\right\} \\
\otimes \mathrm{P}\left\{\sigma_{*}^{\mathrm{x}}{ }_{\left(2^{\mathrm{s}} \mathrm{n}+2^{\mathrm{s}}, 2^{\mathrm{s}} \mathrm{n}\right)} \mid \mathrm{s} \geq 1 \text { and } \mathrm{n} \geq 1\right\}
\end{gathered}
$$

of $\mathrm{H}_{*} \mathrm{BSF}$ is an isomorphism.
Corollary 13.4. $(\mathrm{B} \zeta)_{*}: \mathrm{H}_{*} \mathrm{BS} \operatorname{pin}^{\delta} \otimes \mathrm{H}_{*} \mathrm{BJ}_{\otimes 2}^{\delta}$ is a monomorphism and


$$
\otimes P\left\{\sigma_{*}^{t}{ }_{2}^{s}(2 n+1), s \geq 1 \text { and } n \geq 1\right\}
$$

Corollary 13.5. The sub coalgebra $\Gamma\left\{\sigma_{*}{ }^{\mathrm{a}}{ }_{2^{\mathrm{s}}} \mid \mathrm{s} \geq 0\right\}$ of $\mathrm{H}_{*} \mathrm{BSO}$ maps isomorphically onto $\mathrm{H}_{*} \mathrm{~K}\left(\mathrm{Z}_{2}, 2\right)$ under the composite

$$
\mathrm{H}_{*} \mathrm{BSO} \xrightarrow{(\mathrm{Bj})_{*}} \mathrm{H}_{*} \mathrm{BSF} \xrightarrow{(\mathrm{Be})_{*}} \mathrm{H}_{*} \mathrm{BJ}{ }_{\otimes}^{\delta} \longrightarrow \mathrm{H}_{*} \mathrm{BBO}_{\otimes}^{\delta} \xrightarrow{(\mathrm{Bdet})_{*}} \mathrm{H}_{*} \mathrm{~K}\left(\mathrm{Z}_{2}, 2\right)
$$

## Corollary 13.6. The sub Hopf algebra

$E\left\{\sigma_{*_{2}}{ }_{2} \mid s \geq 1\right\} \otimes P\left\{\sigma_{*^{t}}{ }_{2^{s}+1} \mid s \geq 1\right\} \otimes P\left\{\sigma_{*^{s}{ }_{(2 n+1)}} \mid s \geq 1\right.$ and $\left.n \geq 1\right\}$
of $\mathrm{H}_{*} \mathrm{BJ}_{\otimes 2}^{\delta}$ maps isomorphically onto $\mathrm{H}_{*} \mathrm{BSO}_{\otimes}^{\delta}$ under the natural map.
Proofs. Write $\left\{E^{5} X\right\}$ for the Eilenberg-Moore spectral sequence converging from $E^{2} X=\operatorname{Tor}^{H_{*} X}\left(Z_{2}, Z_{2}\right)$ to $H_{*} B X$. By Theorem 12.5, the composite

$$
\left.E^{2} S O \otimes E\left\{\sigma x 2^{s}, 2^{s}\right) \quad\right\} \otimes E\left\{\sigma x 2_{\left(2^{s} n+2^{s}, 2^{s} n\right)}\right\} C E^{2} S F \rightarrow E^{2} J^{s}
$$

is an isomorphism. Thus $E^{2} S O \otimes E\left\{\sigma t_{r} \mid r \geq 2\right\} \cong E^{2} J_{\otimes 2}^{\delta}=E^{\infty} J_{\mathcal{J}_{2}}^{\delta}$. By Lemma 12.9, $\sigma_{*}{ }^{t}{ }_{2 r+1}=\left(\sigma_{*} t_{r}\right)^{2}+(\mathrm{Be})_{*} \sigma_{*} x_{2 r+1}$ if $r \neq 2^{s}$, and this implies Theorem 13.3. Corollary 13.4 follows in view of Corollary 12.6. Theorem 13.3 implies that $E^{2}=E^{\infty}$ in the Serre spectral sequence of $\mathrm{B}\left(\mathrm{SF} ; \mathrm{j}_{2}^{\delta}\right) \rightarrow \mathrm{BSF} \rightarrow \mathrm{BJ}_{\otimes 2}^{\delta}$ and thus that $\mathrm{q}_{*}$ is a monomorphism. The sub Hopf algebra of $\mathrm{H}_{*}$ BSF specified in Theorem 13.2 certainly lies in the image of $q_{*}$ and is all of this image by an obvious counting argument. The formulas for $\sigma_{*} y(r, r)$ and $\sigma_{*} \tilde{y}_{(r+1, r)}$ are immediate from Lemmas 12.8
and 12.9. Recall that $E^{2} S O=\Gamma\left\{\sigma_{*}{ }_{r}\right\}=E^{\infty}$ SO and $E^{\infty} S O=H_{*} S O$ as a coalgebra. This makes sense of Corollary 13.5, which now follows easily from the first sentence in the proof of Theorem 12.5. Note that only the odd degree generators of $H_{*}$ BSO are in the image of $\sigma_{*}$ since $\sigma_{*}{ }_{2 r+1}=\left(\sigma_{*}{ }^{\mathrm{a}}\right)^{2}$ for $r \geq 2$. Finally, Corollary 13.6 holds since the analogous assertion for $\mathrm{E}^{2} \mathrm{~J}_{\otimes 2}^{\delta} \rightarrow \mathrm{E}^{2} \mathrm{BSO}_{\otimes}^{\delta}$ holds by the proof of Theorem 12.5.

In the remainder of this section, we shall analyze the behavior of the diagram (*) with respect to higher torsion. Henceforward, $\left\{\mathrm{E}^{r} \mathrm{X}\right\}$ will denote the mod 2 homology Bockstein spectral sequence of a space $X$. We begin by identifying those parts of $\left\{E^{r}{ }^{B S F}\right\}$ which are already determined by the formula $\beta Q^{s+1}=s Q^{s}$, the fact that $\sigma_{*} \beta=\beta \sigma_{*}$, and the general formulas for higher Bocksteins on squares given in I.4.11. We need a lemma.

Lemma 13.7. $\tilde{Q}^{2 i+2} x_{(i, i)}$ is $\#$-decomposable in $H_{*} S F$ for all i. Proof. $x_{(i, i)}=Q^{i} Q^{i}[1] *[-3]$, and $Q^{i} Q^{i}[1]=\tilde{Q}^{i} Q^{i}[1]$ by Lemma 1.9. As pointed out in the proof of Lemma 2.7, $\widetilde{Q}^{1}[-3]=0, \quad \widetilde{Q}^{2 i+1} \tilde{Q}^{i}=0$, and $Q^{2 i+1} Q^{i}=0$. In the evaluation of $\tilde{Q}^{2 i+2} x_{(i, i)}$ by the mixed Cartan formula, all terms not zero by these facts or by I. 1.1(iii) have either $\widetilde{Q}^{2 i} Q^{i} Q^{i}[1]$ or $Q^{2 i} Q^{i} Q^{i}[-3]$ as a *-factor and are therefore \#-decomposable by Propositions 6.4 and 6.6.

The following two propositions should be regarded as establishing notation and identifying certain differentials in $\left\{E^{\mathrm{r}}\right.$ BSF \}. From this point of view, the proofs are immediate from I.4.11 and the lemma. That the spectral sequences $\left\{{ }_{0} E^{\mathrm{r}}\right\}$ and $\left\{{ }_{1} E^{\mathrm{r}}\right\}$ do actually embed as stated in the various spectral sequences $\left\{E^{r} \mathrm{X}\right\}$ (with no relations and no interference
from other differentials) will emerge from later counting arguments.
Proposition 13.8. Define a spectral sequence $\left\{{ }_{0} E^{r}\right\}$ by
with $\beta_{r+1}\left(\sigma_{*} y\right)^{2^{\mathrm{r}}}=\left(\sigma_{*} y\right)^{2^{\mathrm{r}}-2}\left[\left(\sigma_{*} \mathrm{y}\right)\left(\beta \sigma_{*} \mathrm{y}\right)+\tilde{Q}^{2} \mathrm{q}_{\beta \sigma_{*} y}\right]$ if $\operatorname{deg} \mathrm{y}=2 \mathrm{q}-1$,
where $y$ runs through the union of the following two sets:
$\left\{\tilde{y}_{I} \mid I=(2 \mathrm{~s}, \mathrm{~J}), \mathrm{d}(\mathrm{I}) \circ \mathrm{dd}, \mathrm{e}(\mathrm{I}) \geq 3\right\}$ and $\left\{\widetilde{\mathrm{y}}_{(2 \mathrm{i}, 2 \mathrm{i}-1)} \mid \mathrm{i} \geq 2\right\}$,
the error term $\widetilde{Q}^{2} q_{\beta \sigma_{*}} y$ being zero for all $y$ in the second set. Then $\left\{{ }_{0} E^{r}\right\}$ is a sub spectral sequence of $\left\{E^{r} B S F\right\}$ which is the image of an isomorphic copy of $\left\{{ }_{0} E^{r}\right\}$ in $\left\{E^{r} B\left(S F ; j_{2}^{\delta}\right)\right\}$ and which maps onto an isomorphic copy of $\left\{_{0} E^{r}\right\}$ in $\left\{E^{r} B(F / O)\right\}$.

Proposition 13.9. Define a spectral sequence $\left\{1_{1} \mathrm{E}^{\mathrm{r}}\right\}$ by

$$
1_{1}^{E+1}=P\left\{\left(\sigma_{*}^{x}(2,1)\right)^{2^{r}}\right\} \otimes E\left\{\beta_{r+1}\left(\sigma_{*} x(2,1)^{2^{r}}\right\} \text { for } x \geq 1\right.
$$

with $\beta_{r+1}\left(\sigma_{*} x_{(2,1)}\right)^{2^{r}}=\left(\sigma_{*} x(2,1)^{2^{r}-1}\left(\sigma_{*^{x}}(1,1)\right.\right.$. Then $\left\{1^{E^{r}}\right\}$ is a subspectral sequence of $\left\{E^{\mathbf{r}}\right.$ BSF $\}$ which maps onto an isomorphic copy of $\left\{{ }_{1} E^{r}\right\}$ in $\left\{E^{r} X\right\}$ for $X=B J^{\delta} \otimes_{2}, B B S O_{\otimes 2}^{\delta}$, and $B(F / O)$.

To calculate the portions of the various Bockstein spectral sequences not determined by the results above, we require information about the first Bocksteins in $\mathrm{H}_{*} B J_{\otimes 2}^{\delta}$ and about the higher Bocksteins on the elements $\sigma_{*} x_{(2 i, 2 i)}$ in $H_{*} B S F$. It is immediate from the definition of the elements $t_{i} \in \mathrm{HBS}_{\otimes 2}^{\delta} \quad$ (above Corollary 12.6) that

$$
\beta \sigma_{*}^{t}{ }_{2}{ }^{j}=0 \text { and } \beta \sigma_{*}{ }_{2}^{t} j_{+1}=0 \text { for } j \geq 2 \text { and } \beta t_{4 i+2}=t_{4 i+2}=t_{4 i+1} \text { for } i \geq 1
$$

The remaining Bocksteins $\beta \sigma_{*^{t}}{ }_{2}{ }_{(2 n+1)}=\sigma_{*^{e} *^{x}}^{\left(2^{s} n+2^{s}-1,2^{s} n\right)}$ for $s 22$
and $n \geq 1$ could in principle be determined by direct calculation of
${ }^{*^{x}}\left(2^{\mathrm{s}} \mathrm{n}+2^{\mathrm{s}}-1,2^{\mathrm{s} n}\right)$ modulo $\#^{\#}$-decomposable elements. We prefer to obtain
partial information by means of the following theorem, the proof of which
gives a new derivation of Stasheff's results on the torsion in BBSO [31].
Write $\bar{t}_{\mathbf{r}}$ for the image of $t_{r}$ in $H_{*} \mathrm{BBSO}_{\otimes}^{\delta}$.
Theorem 13.10. If $i \neq 2^{j}$, then $\beta \sigma_{*} \bar{t}_{2 i}=\sigma_{*} \bar{t}_{2 i-1}$. For $2 \leq x \leq \infty$,
$E^{\mathrm{r}} \mathrm{BBSO}_{\otimes}^{\delta}={ }_{1} \mathrm{E}^{\mathrm{r}} \otimes \mathrm{E}\left\{\sigma_{*} \overline{\mathrm{t}}_{4 \mathrm{i}} \mid \mathrm{i}=2^{\mathrm{j}}, \mathrm{j} \geq 0\right\} \otimes \mathrm{E}\left\{\overline{\mathrm{E}}_{4 i+1} \mid i \geq 3, \mathrm{i} \neq 2^{\mathrm{j}}\right\}$, where $\bar{f}_{4 \mathrm{i}+1}=\sigma_{*} \bar{t}_{4 \mathrm{i}}+\left(\sigma_{*} \overline{\mathrm{t}}_{4 \mathrm{n}+2}\right)\left(\sigma_{*} \overline{\mathrm{t}}_{4 \mathrm{n}+1}\right)^{\mathrm{s}^{\mathrm{s}}-1}$ if $4 \mathrm{i}=2^{\mathrm{s}+1}(2 \mathrm{n}+1), \quad \mathrm{s} \geq 1$ and $n \geq 1$.

Proof. By the Adams-Priddy theorem [2], $\mathrm{BBSO}_{\otimes}^{\delta}$ is homotopy equivalent to BBSO. By Bott periodicity, there is a fibration sequence BBSO $\xrightarrow{\iota}$ BSpin $\xrightarrow{\pi}$ BSU, where $\pi$ is the natural map. Since $\pi\left(c_{i}\right)=w_{i}^{2}$, a standard calculation shows that $H^{*} B B S O=E\left\{e_{i} \mid i \geq 3\right\}$, where $e_{i}={ }^{*}{ }^{*} w_{i}$ if $i \neq 2^{j}+1$ and where $\underset{2^{j}+1}{ }=\operatorname{Sq}_{*}^{I} e_{3}, I=\left(2^{j-1}, 2^{j-2}, \ldots, 2\right)$, restricts to an indecomposable element of $H^{*}$ SU . This specification of the $e_{i}$ implies that $\beta e_{2 i}=e_{2 i+1}$ if $i \neq 2^{j}$ and that $\beta e{ }_{2}^{j+1}=e_{2^{j}+1}^{2}=0$ if $j \geq 1$, while $\beta e_{3}=e_{4}$ since $\beta \sigma_{*} \bar{t}_{3}=\sigma_{*} \bar{t}_{2}$ by Proposition 13.9. Therefore

$$
E_{2} B B S O=E\left\{e_{3} e_{4}, e_{2}^{j+2^{\prime}}, e_{2 i} e_{2 i+1}, e_{2^{j}+1} \mid i \neq 2^{j}, i \geq 3, j \geq 1\right\}
$$

Obviously $\beta \sigma_{*} \bar{t}_{4 i}$ is either 0 or $\sigma_{*} \bar{t}_{4 i-1}=\left(\sigma_{*}{ }_{4 n+1}\right)^{2^{s}}$ if $4 i=2^{s+1}(2 n+1)$ ( $\sigma_{*} \bar{t}_{4 n+1}$ being indecomposable if $n=2^{\mathrm{q}}$ and being ( $\sigma_{*} \overline{\mathrm{t}}_{2 \mathrm{n}}$ ) ${ }^{2}$ otherwise). We have just determined $E^{2} \mathrm{BBSO}_{\otimes}^{\delta} \cong \mathrm{E}^{2}$ BBSO additively, and an easy counting argument shows that we must have $\beta \sigma_{*} \bar{t}_{4 i} \neq 0$ for $i \neq 2^{j}$. Therefore $E^{2} \mathrm{BBSO}_{\otimes}^{\delta}$ has the stated form. Since $H^{*}(\mathrm{BBSO} ; Q)$ is clearly an exterior algebra on one generator in each degree $4 i+1, i \geq 1$, the rest is immediate from the differentials in Proposition 13.9 and counting arguments.

The determination of $\beta_{x} \sigma^{x}{ }^{x}(2 i, 2 i)$ is the central calculation of Madsen's paper [16], and we shall content ourselves with a sketch of his proof. Recall that $E^{2} \mathrm{BSO}=\mathrm{E}^{\infty} \mathrm{BSO}$ is a polynomial algebra on generators $d_{4 i}$ (of degree 4i) such that $\psi d_{4 i}=\sum d_{4 j} \otimes d_{4 i-4 j}$. Let $p_{4 i}=i d_{4 i}+\sum_{j=1}^{i-1} d_{4 j} p_{4 i-4 j}$ be the $i^{\text {th }}$ non-zero primitive element of $E^{2}$ BSO (which is dual to ${ }^{w}{ }_{2 i}^{2}$ in $\mathrm{E}_{2} \mathrm{BSO}$ ).

Theorem 13.11. In $\left\{E^{\mathrm{r}} \mathrm{BSF}\right\}, \beta_{2} \sigma^{x}{ }^{x}(2 \mathrm{i}, 2 \mathrm{i})=0$ and $\beta_{3} \sigma_{*}{ }^{\mathrm{x}}(2 \mathrm{i}, 2 \mathrm{i})=(\mathrm{Bj})_{*}\left(\mathrm{p}_{4 \mathrm{i}}\right)$.

Proof. Intuitively, the idea is that the differentials in $\left\{E^{r} B S F\right\}$ are specified in Propositions 13.8 and 13.9, except for determination of the $\beta_{r}{ }^{\sigma} *^{x}(2 i, 2 i)$, hence $\beta_{r} \sigma^{x^{x}}(2 i, 2 i)$ must be $(B j)_{*}\left(p_{4 i}\right)$ for some $r$ (perhaps depending on i) since there is no other way that $E^{\infty} B S F$ can be trivial. In $\mathrm{H}_{*} \mathrm{Q}_{0} \mathrm{~S}^{0}$,

$$
\beta_{2}\left(Q^{2 i}[1] * Q^{2 i}[1]\right)=Q^{2 i-1}[1] * Q^{2 i}[1]+Q^{2 i} Q^{2 i-1}[1]
$$

Therefore $\beta_{2}{ }^{x}(2 i, 2 i)$ can be calculated directly (modulo \#-decomposable elements and the image of $\beta$ ). The resulting computation, which Madsen carried out but did not publish, yields $\beta_{2} \sigma_{*} X_{(2 i, 2 i)}=0$. Madsen's published proof of this fact relies instead on analysis of $\alpha_{2 *}: \mathrm{H}_{*} \mathrm{~J} \rightarrow \mathrm{H}_{*} \mathrm{SF}$, for a suitable choice of $\alpha_{2}$, and use of $\left\{E^{r} J\right\}$ (see Remarks 11.2). Thus $r \geq 3$. Madsen proves that $x=3$ by a direct chain level calculation. Alternatively, an obvious dualization argument yields classes in $H^{*}\left(\mathrm{BSF} ; \mathrm{Z}_{2}{ }^{\mathrm{r}}\right.$ ) which pull back to the $\bmod 2^{r}$ reductions of the Pontryagin classes, and the equivalent claim (to $r=3$ ) that the $Z_{16}$ Pontryagin classes of vector bundles are not fibre homotopy invariants can be verified by geometrical example.

The previous results, together with the cohomological analog of I. 4.11
$\left(\beta_{2} z^{2}=z \beta z+P^{2} q_{\beta z}\right.$ if $\operatorname{deg} z=2 q$ and $\beta_{r} z=z \beta_{r-1} z$ if $\left.r>2\right)$ and our mod 2 calculations, suffice to determine the Bockstein spectral sequences of all spaces in sight and the natural maps between them. Certain of the relevant spectral sequences are most naturallly described in cohomology, and we shall not introduce the extra notation necessary to state the results obtained in homology by double dualization; appropriate formulations may be found in [16]. We collect results before proceeding to the proofs.

Write $q_{*}^{-1} y \in H_{*} B\left(S F ; j_{2}\right)$ for the inverse image of an element $\mathrm{y} \in \operatorname{Im} \mathrm{q}_{*} \subset \mathrm{H}_{*} \mathrm{BSF}$.

Theorem 13.12. $\quad E^{r} B\left(S F ; j_{2}^{\delta}\right)={ }_{0} E^{r}$ for all $r>2$, while $E^{2} B\left(S F ; j_{2}\right)={ }_{0} E^{2} \otimes\left[\otimes_{i \frac{1}{i} 2^{j}} E\left\{q_{*}^{-1} \sigma_{*} y_{(2 i, 2 i)}\right\} \otimes P\left\{\beta_{2} q_{*}^{-1} \sigma_{*} \tilde{y}_{(2 i, 2 i)}\right\}\right]$, where $\beta_{2} q_{*}^{-1} \sigma_{*} \tilde{y}_{(2 i, 2 i)}$ is represented in $H_{*} B\left(S F ; j_{2}^{\delta}\right)$ by $q_{*}^{-1} \beta g_{4 i+1}$ for a certain element $g_{4 i+1} \in H_{*}$ BSF .

Theorem 13.13. $\left\{E^{\mathbf{r}} \mathrm{BSF}\right\}=\left\{{ }_{0} E^{\mathrm{r}}\right\} \otimes\left\{{ }_{1} \mathrm{E}^{\mathrm{r}}\right\} \otimes\left\{{ }_{2} \mathrm{E}^{\mathrm{r}}\right\}$, where ${ }_{2} E^{2}={ }_{2} E^{3}=E^{2} \operatorname{BSO} \otimes E\left\{\sigma_{*} x(2 i, 2 i) \mid i \geq 1\right\}$ and $\beta_{3} \sigma_{*} x(2 i, 2 i)=(B j)_{*}\left(p_{4 i}\right)$.

The dual spectral sequence $\left\{{ }_{2} \mathrm{E}_{\mathrm{r}}\right\}$ is specified by
$2^{E}{ }_{r+2}=\bigotimes_{i \geq 1}^{\otimes} P\left\{w_{2 i}^{2^{r}}\right\} \otimes E\left\{\beta_{r+2} w_{2 i}^{2^{r}}\right\}, \beta_{r+1} w_{2 i}^{2^{r}}=w_{2 i}^{2^{r}-2}\left(\sigma_{*} x_{(2 i, 2 i)}\right)^{*} \quad(x \geq 1)$.
The elements $\sigma_{*} x_{(2 i, 2 i)}$ map to permanent cycles in $H_{*} B(F / O)$ and, for $r \geq 2$,

$$
E^{r} B(F / O)={ }_{0} E^{r} \otimes{ }_{1} E^{r} \otimes E\left\{\sigma_{*} x(2 i, 2 i) \mid i \geq 1\right\}
$$

Theorem 13.14. $\left\{E^{x} B J \delta_{\otimes 2}^{\delta}\right\}=\left\{{ }_{1} E^{r}\right\} \otimes\left\{{ }_{3} E^{T}\right\} \otimes\left\{{ }_{4} E^{x}\right\}$, where $3^{2} E^{2} \otimes_{4} E^{2}=E^{2} B S O \otimes E\left\{\sigma_{*}{ }^{t}{ }_{4 i} \mid i=2^{j}, j \geq 0\right\} \otimes E\left\{f_{4 i+1} \mid i \geq 3, i \neq 2^{j}\right\}$,
$\beta_{2}{ }^{f} 4 \mathrm{i}+1=(\mathrm{BeBj})_{*}\left(\mathrm{p}_{4 \mathrm{i}}\right)$ if $\mathrm{i} \neq 2^{\mathrm{j}}$, and $\beta_{3} \sigma_{*}{ }^{\mathrm{t}} 4 \mathrm{i}=(\mathrm{BeBj})_{*}\left(\mathrm{p}_{4 \mathrm{i}}\right)$ if $\mathrm{i}=2^{\mathrm{j}}$.

Here $f_{4 i+1}=(\mathrm{Be})_{*}\left(\mathrm{~g}_{4 \mathrm{i}+1}\right)$ maps to $\bar{f}_{4 \mathrm{i}+1} \in \mathrm{H}_{*} \mathrm{BBSO}_{\otimes}^{\delta}$ and is primitive in $\mathrm{E}^{2} \mathrm{BJ} \otimes_{2}$. The dual spectral sequences $\left\{_{3} E_{r}\right\}$ and $\left\{{ }_{4} \mathrm{E}_{\mathrm{r}}\right\}$ are specified by

$$
{ }_{3}^{E}{ }_{r+1}=\otimes_{i \neq 2^{j}} P\left\{w_{2 i}^{2^{r}}\right\} \otimes E\left\{\beta_{r+1} w_{2 i}^{2^{r}}\right\}, \beta_{r+1} w_{2 i}^{2^{r}}=w_{2 i}^{2^{r}-2} f_{4 i+1}^{*} \quad(x \geq 1)
$$

and

$$
4^{E}{ }_{r+2}=\otimes_{i=2^{j}}^{P\left\{w_{2 i}^{2^{r}}\right\} \otimes E\left\{\beta_{r+2^{w}} 2_{2 i}^{2^{r}}\right\}, \beta_{r+2^{w}}^{2^{r}}{ }_{2 i}=w_{2 i}^{2^{r}-2}\left(\sigma_{*} t_{4 i}\right)^{*} \quad(r \geq 1), ~, ~}
$$

where $w_{2 i}^{2} \in H^{*} \mathrm{BJ}_{\otimes 2}^{\delta}$ survives to $(\mathrm{BeBj})_{*}\left(\mathrm{P}_{4 \mathrm{i}}\right)$ in $\mathrm{E}_{2} \mathrm{BJ}_{\otimes 2}^{\delta}$.
Proofs. Theorem 13. 10 implies that if $4 i=2^{s+1}(2 n+1), s \geq 1$ and $n \geq 1$, then

$$
\sigma_{*} e_{*}^{\mathrm{x}}{ }_{\left(2^{\mathrm{s}+1} \mathrm{n}+2^{\mathrm{s}+1}-1,2^{\mathrm{s}+1}{ }_{\mathrm{n}}\right)}=\beta \sigma_{*} \mathrm{t}_{4 \mathrm{i}}=\sigma_{*} \mathrm{t}_{4 \mathrm{i}-1}+\mathrm{a}_{4 \mathrm{i}} \sigma_{*} \mathrm{e}_{*} \mathrm{x}{ }_{4 \mathrm{i}-1}
$$

for some constants $a_{4 i}$ (which could be, but have not been, computed explicitly). By the general definition of the $\widetilde{\mathrm{y}}_{\mathrm{I}}$, it follows that
$\left.\sigma_{\left(2^{s+1}\right.} \tilde{n}_{n+2}^{s+1}-1,2^{s+1} n\right)=\sigma_{*} \tilde{x}_{\left(2^{s+1}\right.}^{\left.n+2^{s+1}-1,2^{s+1} n\right)}+\sigma_{*} x_{(2 i, 2 i-1)}+a_{4 i} \sigma^{\sigma^{x}}{ }_{4 i-1}$. Theorem 13.2 and the fact that $\left(\sigma_{*} x_{2 i-1}\right)^{2}=\sigma_{*} x_{4 i-1}$ imply that if $1 \leq k \leq s$, then, with $m=2 n+1$,
$\left(\sigma_{*} \tilde{y}_{\left.\left(2^{k} k_{m, 2}{ }_{m-1}\right)^{2^{s-k}}=\left(\sigma_{*} x_{\left(2 k_{m, 2}\right.}{ }_{m-1)}\right)^{2^{s-k}}+\sigma_{*} x_{4 i-1}\right)}\right.$

$$
+\left(\sigma_{*}^{x}\left(2^{k-1} m, 2^{k-1} m-1\right)\right)^{2^{s+1-k}}
$$

An obvious cancellation argument then shows that

$$
\begin{aligned}
& \sigma_{*} \tilde{y}_{\left(2^{s+1}\right.}^{\left.n+2^{s+1}-1,2^{s+1} n\right)}+\sum_{k=1}^{s}\left(\sigma_{*} \breve{y}_{2^{k}}{ }_{\left.m, 2^{k} m-1\right)}\right)^{2^{s-k}} \\
& =\sigma_{*} x_{\left(2^{s+1}\right.}^{\left.n+2^{s+1}-1,2^{s+1} n\right)}+\left(\sigma_{*} x_{(2 n+1,2 n)}\right)^{s^{s}}+\left(s+a_{4 i}\right) \sigma_{*} x_{4 i-1}
\end{aligned}
$$

$=\beta g_{4 i+1}$,
where $g_{4 i+1}$ is defined by

$$
\begin{aligned}
g_{4 i+1}=\sigma_{*} x_{\left(2^{s+1}\right.}^{\left.n+2^{s+1}, 2^{s+1} n\right)} & +\left(\sigma_{*}^{x}(2 n+2,2 n)\right)\left(\sigma_{*} x_{(2 n+1,2 n}\right)^{2^{s}-1} \\
& +\left(s+a_{4 i}\right) \sigma_{*} x_{4 i}
\end{aligned}
$$

It is now a simple matter to prove Theorem 13.14. We have
$f_{4 i+1}=(\mathrm{Be})_{*}\left(\mathrm{~g}_{4 \mathrm{i}+1}\right)=\sigma_{*}{ }^{\mathrm{t}} \mathrm{fi}+\left(\sigma_{*}^{\mathrm{t}}{ }_{4 \mathrm{n}+2}\right)\left(\sigma_{*}{ }_{4 \mathrm{n}+1}\right)^{2^{s}-1}+\left(\mathrm{s}+\mathrm{a}_{4 \mathrm{i}}\right) \sigma_{*} \mathrm{e}_{*} \mathrm{x}_{4 \mathrm{i}}$.
Obviously $\quad \beta f_{4 i+1}=0$ (as could also be verified directly, by use of Lemma 12.9). Therefore $E^{2} B J_{\otimes 2}^{\delta}$ is as specified. Since $\sigma_{*} e_{*}^{x}\left(2_{i}, 2 i\right)=0$ for $i \neq 2^{j}$, by Lemma 12.8, $(\mathrm{BeBj})_{*}\left(\mathrm{p}_{4 \mathrm{i}}\right)$ must be zero in $\mathrm{E}^{3} \mathrm{BJ}^{\delta} \otimes_{2}$ by
Theorem 13.11. The only way this can happen is if $\beta_{2}{ }^{f} 4 i+1=(B e B j) ~\left(p_{4 i}\right)$. On the other hand, $\beta_{3} \sigma_{*}{ }^{t}{ }_{4 i}=(\mathrm{BeBj})_{*}\left(\mathrm{p}_{4 \mathrm{i}}\right)$ if $\mathrm{i}=2^{\mathrm{j}}$ since then $t_{4 i}=\sigma_{*} e^{x}{ }_{(2 i, 2 i)}$. In view of Proposition 13.9 (and the cohomological formulas cited above), Theorem 13.14 follows by a counting argument.

Theorems 13.12 and 13.13 also follow by counting arguments, but the details are considerably less obvious. We claim first that $H_{*} B S F$ can be written as the tensor product of the following algebras, each of which is a sub differential algebra under $\beta$. Algebras written in terms of elements $\widetilde{y}_{I}$ come from subalgebras of $H_{*} B\left(S F ; j_{2}^{\delta}\right)$ and algebras written in terms of elements $x_{I}$ map isomorphically onto subalgebras of $H_{*} B J_{\otimes 2}^{\delta}$.
(i) $P\left\{\sigma_{*} \tilde{Y}_{I}, \beta \sigma_{*} \tilde{Y}_{I}, \breve{Q}^{2} q_{\beta \sigma_{*}} \tilde{Y}_{I} \mid d(I)=2 q-1, I=(2 s, J), e(I) \geq 3\right\}$
(ii) $P\left\{\sigma_{*} \tilde{y}_{(2 i, 2 i-1)} \mid i \geq 2\right\} \otimes E\left\{\sigma_{*} \widetilde{Y}_{(2 i-1,2 i-1)} \mid i \geq 2\right\}$
(iii) $P\left\{\sigma_{*} x_{(2,1)}\right\} \otimes E\left\{\sigma_{*} x_{(1,1)}\right\}$
(iv) $\left.\quad \mathrm{H}_{*}^{\prime} \mathrm{BSO} \otimes \mathrm{E}\left\{\sigma_{*} \tilde{\mathrm{y}}_{(2 \mathrm{i}, 2 \mathrm{i})} \mid i \neq 2^{j}\right\} \otimes E\left\{\sigma_{*} \mathrm{x}(2 i, 2 i)\right] i=2^{j}\right\}$
(v) $\underset{Z}{ } P\left\{z, \beta z, \widetilde{Q}^{H_{k}} z \mid k \geq 1, H_{k}=\left(2^{k} q+2^{k}, 2^{k-1} q+2^{k-1}, \ldots, 2 q+2\right)\right.$ if $\left.\operatorname{deg} z=2 q+1\right\}$, where $z$ ranges through the union of the following four sets:
(a) $\left\{\sigma_{*} \tilde{y}_{\mathrm{I}} \mid \mathrm{d}(\mathrm{I})\right.$ even, $\left.\mathrm{I}=(2 \mathrm{~s}, \mathrm{~J}), \mathrm{e}(\mathrm{I}) \geq 4, I \neq\left(2^{\mathrm{s}} \mathrm{n}+2^{\mathrm{s}}, 2^{\mathrm{s}} \mathrm{n}\right)\right\}$
(b) $\left\{\sigma_{*} \tilde{y}_{I} \mid I=\left(2^{s+1} n+2^{s}+2,2^{s} n+2^{s}, 2^{s} n\right), s \geq 1\right.$ and $\left.n \geq 1\right\}$
(c) $\left\{\sigma_{*} x_{I} \mid I=\left(2^{s}+2,2^{s}\right), s \geq 1\right\}$
(d) $\left\{g_{4 i+1} \mid i \neq 2^{j}, i \geq 1\right\}$

In (ii), note that $\beta \sigma_{*} \widetilde{y}_{(2 i, 2 i-1)}=\sigma_{*} \widetilde{y}_{(2 i-1,2 i-1)}$ by Theorem 13.2.
Clearly (i) and (ii) together have homology ${ }_{0} E^{2}$ under $\beta$, (iii) has homo-
$\operatorname{logy} 1_{1} E^{2}$, (iv) has homology $2^{2}$, and (v) is acyclic (because
$\left.\beta \widetilde{Q}^{H_{k}}=\left(\tilde{Q}^{H_{k-1}} z\right)^{2}\right) . \quad \operatorname{In}(v \cdot b)$, with $m=2 n+1$,

$$
\sigma_{*} \tilde{y}_{I}=\sigma_{*} \tilde{x}_{I}+\sigma_{*} x_{\left(2{ }^{s} m+2,2^{s}{ }_{m}\right)}+\sigma_{*} x_{2}{ }^{s+1}{ }_{m+2}
$$

by Corollary 12.10, hence $\beta \sigma_{*} \widetilde{y}_{I}=\sigma_{*} \tilde{y}_{\left(2^{s}{ }_{\mathrm{m}+1}, 2^{\mathrm{s}} \mathrm{m}\right)}$ by Theorem 13.2.
To check the claim, consider $H_{k}$ as a generic notation (varying with q),
let $H_{0}$ be empty (so that $Q^{H_{0}} z_{z} z$ ) and observe that, modulo decomposable elements and $H_{*} B S O$,

$$
\tilde{Q}^{\mathrm{H}_{\mathrm{k}}} \mathrm{~g}_{4 i+1} \equiv \widetilde{\mathrm{Q}}^{\mathrm{H}_{\mathrm{x}}}{ }_{\left(2^{s+1}\right.}^{\left.n+2^{s+1}, 2^{s+1} n\right)}
$$

and

$$
\tilde{Q}^{\mathrm{H}_{\mathrm{k}}} \sigma_{*} \widetilde{\mathrm{y}}_{\mathrm{I}} \equiv \tilde{Q}^{\mathrm{H}_{\mathrm{k}+1}}{ }_{\sigma_{*} \mathrm{x}}^{\left(2^{\mathrm{s}}{ }_{\left.\mathrm{n}+2^{\mathrm{s}}, 2^{\mathrm{s}} \mathrm{n}\right)}+\tilde{Q}^{\mathrm{H}_{\mathrm{k}}} \sigma_{*} \mathrm{x}\right.}\left(2^{\mathrm{s}} \mathrm{m+2,2}^{\mathrm{s}} \mathrm{~m}\right)
$$

where $4 i=2^{s+1}(2 n+1), I=\left(2^{s+1} n+2^{s}+2,2^{s} n+2^{s}, 2^{s} n\right)$, and $m=2 n+1$. Together with the elements $\widetilde{Q}^{H_{k}}{ }_{\sigma_{*}}{ }_{\left(2^{s}+2,2^{s}\right)}$ from (v.c), these elements

Theorem 13.1 (by an amusing and, in the case $s=1$, unobvious counting argument). The rest of the verification of the claim is straightforward
linear algebra based on Theorem 13.1 and the definition of the $\tilde{y}_{\mathrm{I}}$. The claim clearly implies that the image of $H_{*} B\left(S F ; j_{2}^{\delta}\right)$ in $H_{*} B S F$ is the tensor product of the algebras listed in (i), (ii), (v.a), and (v.b) with the algebra

$$
\otimes_{i \neq 2}^{j} E\left\{\sigma_{*} \vec{y}_{(2 i, 2 i)}\right\} \otimes P\left\{\beta g_{4 i+1}\right\}
$$

Theorems 13.12 and 13.13 now follow from the observation that, for $r \geq 2$, ${ }_{0} \mathrm{E}^{\mathrm{r}}$ and ${ }_{1} \mathrm{E}^{\mathrm{r}}$ contain no non-zero primitive cyclés in degrees 4 i (by inspection of Propositions 3.8 and 3.9). Certainly $\beta_{2} q_{*}^{-1} \sigma_{*} \tilde{y}_{(2 i, 2 i)}$ is a non-zero primitive cycle in $E^{2} B\left(S F ; j_{2}^{\delta}\right)$, since $\left.\beta_{2} q_{*}^{-1} \sigma_{*} \widetilde{Y}_{(2 i}, 2 i\right)=0$ would be incompatible with Theorem 13.11, and $q_{*}^{-1} \beta_{4 i+1}$ is the only candidate. This proves Theorem 13.12. The description of $\left\{E^{T} B S F\right\}$ given in Theorem 13.13 is correct since the observation implies the required splitting of spectral sequences (compare [16, p. 72]). Finally, the description of $\left\{\mathrm{E}^{\mathrm{r}} \mathrm{B}(\mathrm{F} / \mathrm{O})\right\}$ is çorrect since the observation implies that the $\sigma_{*} \mathrm{x}(2 \mathrm{i}, 2 \mathrm{i})$ map to permanent cycles in $\mathrm{H}_{*} \mathrm{~B}(\mathrm{~F} / \mathrm{O})$.

The following consequence of the theorems explains what is going on integrally in the crucial dimensions.

Corollary 13.15. For $i \neq 2^{j}$, the sequence $H_{4 i} B\left(S F ; j_{2}^{\delta}\right) \rightarrow H_{4 i} B S F \rightarrow$ $\mathrm{H}_{4 \mathrm{i}} \mathrm{BJ} \mathrm{J}_{\otimes 2}^{\delta}$ of integral homology groups contains a short exact sequence

$$
0 \rightarrow Z_{4} \rightarrow z_{2} \oplus Z_{8} \rightarrow Z_{4} \rightarrow 0
$$

where the $Z_{4}$ in $H_{4 i} B\left(S F ; j_{2}^{\delta}\right)$ is generated by an element $r_{4 i}$ which reduces $\bmod 4$ to $\beta_{2} q^{-1} \widetilde{y}_{(2 i, 2 i)}$, the $Z_{8}$ in $H_{4 i} B S F$ is generated by $(\mathrm{Bj})_{*}\left(\mathrm{p}_{4 \mathrm{i}}\right) \quad\left(\mathrm{p}_{4 \mathrm{i}}\right.$ being the canonical generator of the group of primitive elements of $\mathrm{H}_{4 i} \mathrm{BSO} /$ torsion), the $\mathrm{Z}_{2}$ in $\mathrm{H}_{4 i} \mathrm{BSF}$ is generated by
$\mathrm{q}_{*}\left(\mathrm{r}_{4 \mathrm{i}}\right)+2(\mathrm{Bj})_{*}\left(\mathrm{p}_{4 \mathrm{i}}\right)$, and the $\mathrm{Z}_{4}$ in $\mathrm{H}_{4 \mathrm{i}} \mathrm{BJ}_{\otimes 2}^{\delta}$ is generated by $(\mathrm{BeBj})_{*}\left(\mathrm{p}_{4 \mathrm{i}}\right)$.

Proof. Choose an integral chain $\mathrm{x} \in \mathrm{C}_{4 \mathrm{i}+1} \mathrm{~B}\left(\mathrm{SF} ; \mathrm{j}_{2}\right)$ such that $d x=4 y$ and the mod 2 reduction of $x$ represents $q_{*}^{-1} \sigma_{*} \tilde{y}_{(2 i, 2 i)}$. The mod 4 reduction of $y$ represents $\beta_{2} q_{*}^{-1} \widetilde{y}_{(2 i, 2 i)}$ (by an abuse of the notation $\beta_{2}$ ). Of course, $\mathrm{dq}_{*} \mathrm{x}=4 \mathrm{q}_{*} y$. Since $\beta_{3} \sigma_{*} \widetilde{y}_{(2 \mathrm{i}, 2 \mathrm{i})}=(\mathrm{Bj})_{*}\left(\mathrm{p}_{4 \mathrm{i}}\right)$, there is an integral chain $z \in C_{4 i+1} B S F$ such that $d z=-2 q_{*} y+4 p$, so that $d\left(q_{*} x+2 z\right)=8 p$, and the mod 2 reduction of $p$ represents $(B j)_{*}\left(p_{4 i}\right)$. The conclusion follows.

Remark 13.16. In cohomology with $Z_{8}$ coefficients, there are classes in $H^{4 i}$ BSF which restrict in $H^{4 i}$ BSO to the mod 8 reduction of the $i^{\text {th }}$ Pontryagin class. Our results clearly imply that there exists such a class in the image of $(\mathrm{Be})^{*}: \mathrm{H}^{4 \mathrm{i}} \mathrm{BJ}_{\otimes 2}^{\delta} \rightarrow \mathrm{H}^{4 i} \mathrm{BSF}$ if and only if $i=2^{j}$, although there is such a class whose mod 4 reduction is in the image of $(\mathrm{Be})^{*}$ for all i. This fact makes explicit analysis (e. g. , of the coproduct) of such $Z_{8}$ Pontryagin classes for spherical fibrations rather intractable.
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## Fred Cohen

The construction of homology operations defined for the homology of finite loop spaces parallels the construction of homology operations defined for the homology of infinite loop spaces, with some major differences. To recall, the operations for infinite loop spaces are defined via classes in the homology of the symmetric group, $\Sigma_{j}$. Working at the prime 2, Browder [24], generalizing and extending the operations of Araki and Kudo [1], found that an appropriate skeleton of $B \Sigma_{2}$ may be used to describe natural operations which allow computation of $H_{*}\left(\Omega^{n+1} \Sigma^{n+1} X ; \mathcal{Z}_{2}\right)$ as an algebra. Dyer and Lashof [8], using similar methods, subsequently obtained partial analogous results at odd primes. However, comparison of the results of Dyer and Lashof to Milgram's computation [20] of $H_{m}\left(\Omega^{n+1} \Sigma^{n+1} X\right)$ as an algebra made it apparent that the skeleton of $B \sum_{p}$ intrinsic to the geometry of the finite loop space failed to give sufficient operations to compute $H_{A}\left(\Omega^{n+1} \Sigma^{n+1} X ; \mathbb{Z}_{\mathrm{P}}\right)$. To be precise, only $1 / p-1$ times the requisite number of operations (defined in this paper) may be described using the methods of Dyer and Lashof.

In addition, there is a non-trivial unstable operation in two variables, $\lambda_{n}$, which was invented by Browder; the method of using finite skeleta of $B \Sigma_{p}$ does not lend itself to finding the relationships between $\lambda_{n}$ and the other operations. These relationships are especially important in determination of fine structure and our later work in IV.

An alternative method for defining operations seemed to be provided by the composition pairing and the possibility that $H_{H}\left(\Omega^{n+1} S^{n+1} ; Z_{p}\right)$ is universal for Dyer-Lashof operations. If $n=\infty$, this method works in principle, but it fails almost completely if $n<\infty$ : It is shown in IV $\S 6$ that there are finite loop spaces with many non-trivial Dyer-Lashof operations for which the composition pairing is trivial.

The observation of Boardman and Vogt that the space of little (a+1)-cubes acts on ( $n+1$ )-fold loop spaces, together with May's theory of iterated loop spaces [G], led one to expect that the equivariant homology of the little cubes ought to enable one to define all requisite homology operations in a natural setting analogous to that provided for an infinite loop spaces by $B \sum_{p}$. This is the case. In addition, one can describe easily understood constructions with the little cubes which, when linked with May's theory of operads, enable one to determine the commutation relations between all of the operations, and between the operations and the product, coproduct, and Steenrod operations on the homology of iterated loop spaces.

Knowledge of this fine structure is essential, for example, in the analysis of the composition pairing and the Pontrjagin ring $H_{A}\left(S F(n+1) ; \mathbb{Z}_{\mathrm{p}}\right)$ for all $n$ and $p$ in IV. Indeed, all of the formulas in III. 1.1-1.5 are explicitly used there. A further application of the fine structure is an improvement [28] of Snaith's stable decomposition for $\Omega^{n+1} \Sigma^{n+1} X \quad$ [25].

We have tried to parallel the format of I as closely as possible, pointing out essential differences. Sections $1-4$, which are analogous to I. 1,2,4, and 5, contain the computations of $H_{A^{\prime}} \Omega^{n+1} \Sigma^{n+1} X$ and $H_{\pi} C_{n+1} X, n>0$, together with a catalogue of the relations amongst the operations.

In more detail, Section 1 gives a list of the comutation relations between all of the operations, coproduct, product, and between them and the Steenrod operations, conjugation, and homology suspension. The relationship between Whitehead products and the $\lambda_{n}$ is also described.

Section 2 contains the definition of certain algebraic structures naturally suggested by the preceding section; the free versions of these algebraic structures are constructed.

We compute $H_{*} \Omega^{n+1} \Sigma^{n+1} X$ in section 3, using the results of section 1 and 2. The associated Bockstein spectral sequences are also computed, and the interesting corollary that $H_{*}\left(\Omega^{2} \Sigma^{2} X ; \mathbb{Z}\right)$ has p-torsion precisely of order $p$ if $H_{j} X$ has no petorsion is proved. Using the results of section 3 together with May's approximation theorem [G], we compute $H_{H_{*}} C_{n+1} X$ in section 4. We use these computations to prove the group completion theorem in section 3.

In sections 5-11, the equivariant cohomology of the space of little ( $n+1$ )-cubes as an algebra over the Steenrod algebra is computed in order to set up the theory of operations described in the previous sections. Here we replace the little ( $n+1$ )-cubes by the configuration space $F\left(\mathbb{R}^{\mathrm{n}+1}, \mathrm{p}\right)$ which has the same equivariant homotopy type of the little cubes [G]. The crux of our method of computation lies in the analysis of the (non-trivial) local coefficient system in the Leray spectral sequence $\left\{\mathrm{E}_{\mathrm{r}}^{* *}\right\}$ for the covering $F\left(\mathbb{E}^{\mathrm{n}+1}, \mathrm{p}\right) \longrightarrow \frac{\mathrm{F}\left(\mathrm{R}^{\mathrm{n}+1}, \mathrm{p}\right)}{\sum_{\mathrm{p}}}$.

After sumarizing our results and giving the definitions of the operations in section 5, we compute the unequivariant cohomology of $F\left(\mathbb{R}^{n+1}, p\right)$ in section 6.

We analyze the action of the symmetric group on the indecomposables in cohomology in section 7. To obtain complete understandiag of the local coefficient system, we also completely analyze the relations in the cohomology algebra of $F\left(\mathbb{R}^{\mathrm{n}+1}, \mathrm{P}\right)$ as an algebra over the Steenrod algebra.

We completely describe $E_{2}^{*=}$ of the spectral sequence together with all of the differentials in sections 8 and 9. The "extra" classes present in $\mathrm{E}_{2}^{0, *}$ are essentially the obstructions to the construction of all requisite homology operations via the method of Dyer and Lashof. One of the main tools for computation here is a vanishing theorem for $\mathbb{E}_{2}^{* *}$ which is proven in section 10.

An automorphism of $F\left(\mathbf{R}^{n+1}, p\right)$ which commutes with the $\sum_{p}$-action is described in section 11 and is used to compute the precise algebra structure of $H^{*}\left(\frac{F\left(\mathbb{R}^{n+1}, p\right)}{\Sigma_{p}} ; \mathbb{Z}_{\mathrm{p}}\right)$. Of course, the spectral sequence only provides such information up to filtration. The methods used here generalize: We shall give a description of $H_{*} F(M, j)$ and $H_{*} \frac{F(M, j)}{\Sigma_{j}}$ for more general manifolds, M, in [30].

The last 6 sections are occupied with the derivation of the fine structure. First we must obtain information concerning the structure maps $\gamma$ of the little cubes [G] in unequivariant homology. Using the methods of section 7, we are able to compute $\gamma_{f}$ on primitives in section 12. This calculation is crucial to later sections.

In section 13, we prove our statements about the obstruction to the construction of the homology operations using the joins of the symmetric group. The homological properties of the Browder operation, together with its relation to the Whitehead product, are also derived here.

Because of certain recalcitrant behavior of the space of little ( $n+1$ )cubes, $\mathrm{n}<\infty$, one must find slightly more geometric methods to compute the rest of the fine structure described in Theorems 1.1, 1.2, and 1.3. Section 14 contains a sketch of the methods and the crucial algebraic lemma.

The comutation of the operations with homology suspension is derived in section 15. The proof is non-standard in the sense that we do not construct an equivariant chain approximation for the space of little ( $n+1$ )-cubes, but rather use the methods described in section 14.

The remaining properties of the operations, except for the unstable analogues of the Nishida relations, are derived in section 16 ; the Nishida relations are derived in section 17.

We also include an appendix giving the description of the homology of the classical braid groups, this information being implicit in sections 3-4. Here, we describe the homology of these groups with $\mathbb{Z}_{\mathcal{P}}$, $\mathbf{Q}$, and $\mathbb{Z}$-coefficients (with trivial action). In the case of $\underset{\sim}{z}$, the action of the Steenrod algebra is also completely described.

Several crucial papers of Peter May are referred to as [A], [G], and I in the text and bibliography. A discussion of these papers is contained in the preface to this volume.

The results announced in [26 and 27] are contained in sections 1 through 5.

I am indebted to my mentors while at Chicago: Richard Lashof, Arunas Liulevicius, Saunders MacLane, Robert Wells, and Michael Barratt. It is a pleasure to extend warm thanks to my ext-tor-mentor Peter May; his patience, interest, and enthusiasm were central to my introduction into a beautiful area of mathematics.

I wish to thank Sara Clayton for typing the manuscript.
Special gratitude is due several close friends: Fred Flowers, Larry Taylor (who should also appear in the above list) and Tim Zwerding; even more so to Kathleen Whalen, my father Harry Cohen, and my grandmother Bertha Malman.
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1. Homology operations on $\zeta_{\mathrm{n}+1^{- \text {spaces, }} \mathrm{n} \geq 0}$

A11 spaces are assumed to be compactly generated and Hausdorff with non-degenerate base point. All homology is taken with $\mathbb{Z}_{p}$-coefficients unless otherwise stated. Modifications required for the case $p=2$ are stated in brackets.

Recall from [G] that a $\zeta_{\mathrm{n}+1}$-space $(X, \theta)$ is a space $X$ together with an action of the little cubes operad, $\zeta_{n+1}$, on $X ; \zeta_{n+1}[\tau]$ denotes the category of $\zeta_{\mathrm{n}+1}$-spaces. In the following theorems, we assume that all spaces are in $\zeta_{n+1}[\tau]$. Proofs will be given in sections 12 through 17.
Theorem 1.1. There exist homomorphisms $Q^{s}: H_{q} X \rightarrow H_{q+2 s(p-1)}{ }^{X}$ $\left[H_{q} X \rightarrow H_{q+s} X\right], s \geq 0$, for $2 s-q<n \quad[s-q<n]$ which are natural with respect to maps of $\zeta_{n+1}$-spaces and satisfy the following properties:
(1) $Q^{s} x=0$ if $2 s<\operatorname{degree}(x)[s<\operatorname{degree}(x)], x \in H_{f} X$.
(2) $Q^{s} x=x^{p}$ if $2 s=\operatorname{degree}(x)[s=\operatorname{degree}(x)], x \in H_{X} X$.
(3) $Q^{s_{\phi}}=0$ if $s>0$, where $\phi \varepsilon H_{0} X$ is the identity element.
(4) The external, internal, and diagonal Cartan formulas hold:

$$
\begin{aligned}
& Q^{s}(x \otimes y)=\sum_{i+j=s} Q^{i} x \otimes Q^{j} y, \quad x \otimes y \varepsilon H_{*}(X \times Y) \\
& Q^{s}(x y)=\sum_{i+j=s}\left(Q^{i} x\right)\left(Q^{j} y\right), x, y \in H_{*} X ; \text { and } \\
& \psi Q^{s}(x)=\sum_{i+j=s} Q^{i} x^{\prime} \otimes Q^{j} x^{\prime \prime} \quad \text { if } \psi x=\Sigma x^{\prime} \otimes x^{\prime \prime}, x \varepsilon H_{*} X .
\end{aligned}
$$

(5) The Adem relations hold: if $p \geq 2$ and $r>p s$, then

$$
Q^{r} Q^{s}=\sum(-1)^{r+i}(p i-r, r-(p-1) s-i-1) \quad Q^{r+s-i} Q^{i}
$$

if $p>2, r \geq p s$ and $\beta$ is the mod $p$ Bockstein, then

$$
Q^{r} \beta Q^{s}=\sum_{i}(-1)^{r+i}(p i-r, r-(p-1) s-i) \beta Q^{r+s-i} Q^{i}
$$

$-\sum_{1}(-1)^{r+i}(p i-r-1, r-(p-1) s-i) \quad Q^{r+s-i_{B Q}}$.
(6) The Nishida relations hold: Let $P_{*}^{r}: H_{*} X \rightarrow H_{*} X$ be dual to $P^{r}$ where $P^{r}=S q^{r}$ if $p=2$. Then

$$
P_{\underset{A}{r}}^{r_{n}^{s}}=\sum_{i}(-1)^{r+i}(r-p i, s(p-1)-p r+p i) Q^{s-r+i_{i}} P_{*}^{i} ;
$$

if $p>2$,

$$
\begin{aligned}
P_{\star}^{r} \beta Q^{S}= & \sum_{i}(-1)^{r+i}(r-p i, s(p-1)-p r+p i-1) \beta Q^{s-r+i_{P_{i}}^{i}} \\
& +\sum_{i}(-1)^{r+i}(r-p i-1, s(p-1)-p r+p i) Q^{s-r+i_{i} P_{*}^{i} \beta .}
\end{aligned}
$$

(The coefficients are $(i, j)=\frac{(i+j)!}{i!j!}$ if $i>0$ and $j>0$, $(i, 0)=1=(0, i)$ if $i \geq 0$, and ( $i, j)=0$ if $i<0$ or $j<0$.)

Compare Theorem 1.1 with Theorem 1.1 of [I].
Remark 1.2. When $X=\Omega^{n+1} Y$, the $Q^{S} x$ were defined, for $p=2$, by Araki and Kudo [1], and in the range $2 s-q \leq n / p-1, x \in H_{q} X$, for p > 2, by Dyer and Lashof [8]. Milgram's calculations [20] indicated that there were operations defined in the range $2 \mathrm{~s}-\mathrm{q} \leq \mathrm{n}$ for $\mathrm{p}>2$. The "top" operation and its Bockstein, for $2 \mathrm{~s}-\mathrm{q}=\mathrm{n}[\mathrm{s}-\mathrm{q}=\mathrm{n}]$ has exceptional properties and will be discussed below.

We note that Dyer and Lashof used the ( $\mathrm{n}+\mathrm{I}$ )-fold join of $\Sigma_{\mathrm{p}}$, denoted $J^{n+1} \Sigma_{p}$, in their construction of the $Q^{s}$. However, any $\Sigma_{\mathrm{p}}$-equivariant map $\mathrm{J}^{\mathrm{nt1}} \Sigma_{\mathrm{p}}+\zeta_{\mathrm{n}+1}(\mathrm{p})$ is essential (see section 13).

Consequently, there is an obstruction which prevents the construction of all the $Q^{s}$ of Theorem 1.1 by use of the iterated joins of $\Sigma_{p}$. This obstruction.arises from the presence of Browder operations, $\lambda_{n}$, which are related by the following commutative diagram to the Whitehead
product:

[ , ] denotes the Whitehead product, $\sigma_{*}$ the natural isomorphism and $h_{*}$ the Hurewicz homomorphism. (We are using integral coefficients in this diagram.) We hold the proof of commutativity in abeyance until section 13.

Theorem 1.2. There exist homomorphisms $\lambda_{n}: H_{q} X \otimes H_{r} X \rightarrow H_{q+r+n} X$ which are natural with respect to maps of $\zeta_{\mathrm{n}+1}$-spaces and satisfy the following properties:
(1) If $x$ is a $\zeta_{n+2}$-space, $\lambda_{n}(x, y)=0$ for $x, y \varepsilon H_{x} x$.
(2) $\lambda_{0}(x, y)=x y-(-1)^{q r} y x$ for $x \in H_{q} X, y \in H_{r} X$.
(3) $\lambda_{n}(x, y)=(-1)^{q r+1+n(q+r+1)} \lambda_{n}(y, x)$ for $x \in H_{q} X$ and $y \varepsilon H_{r} X$; $\lambda_{n}(x, x)=0$ if $p=2$.
(4) $\lambda_{n}(\phi, x)=0=\lambda_{n}(x, \phi)$ where $\phi \varepsilon H_{0} X$ is the identity element of $H_{*} X$ and $x \in H_{*} X$.
(5) The analogues of the external, internal, and diagonal Gartan formulas hold:

$$
\begin{aligned}
\lambda_{n}\left(x \otimes y, x^{\prime} \otimes y^{\prime}\right)= & (-1)\left|x^{\prime}\right|(|y|+n)_{x x} \otimes \lambda_{n}\left(y, y^{\prime}\right) \\
& +(-1)|y|\left(\left|x^{\prime}\right|+\left|y^{\prime}\right|+n\right)_{n}\left(x, x^{\prime}\right) \otimes y y^{\prime}
\end{aligned}
$$

where $|z|$ denotes the degree of $z$;

$$
\begin{aligned}
& \lambda_{n}\left(x y, x^{\prime} y^{\prime}\right)= x \lambda_{n}\left(y, x^{\prime}\right) y^{\prime} \\
&+(-1)|y|(n+|u|) \lambda_{n}\left(x, x^{\prime}\right) y y^{\prime} \\
&+(-1)|u|(n+|x|+|y|)_{x^{\prime} x \lambda_{n}\left(y, y^{\prime}\right)} \\
&+(-1)|y|(n+|v|+|u|)+|u|(n+|x|) x^{\prime} \lambda_{n}\left(x^{\prime}, y^{\prime}\right) y \\
& \psi_{n}(x, y)= \sum(-1)^{n}\left|x^{\prime}\right|+\left|x^{\prime \prime}\right|\left|y^{\prime}\right|_{\lambda_{n}}\left(x^{\prime}, y^{\prime}\right) \otimes x^{\prime \prime} y^{\prime \prime} \\
&+(-1)^{n}\left|y^{\prime}\right|+\left|x^{\prime \prime}\right|\left|y^{\prime}\right|_{x^{\prime} y^{\prime} \otimes \lambda_{n}\left(x^{\prime \prime}, y^{\prime \prime}\right)} \\
& \text { if } \psi x=\Sigma x^{\prime} \otimes x^{\prime \prime} \text { and } \psi y=\Sigma y^{\prime} \otimes y^{\prime \prime} .
\end{aligned}
$$

(6) The Jacobi Identity (which is the analogue of the Adem Relations) holds:
$(-1)^{(q+n)(s+n)} \lambda_{n}\left[x, \lambda_{n}(y, z)\right]+(-1)^{(r+n)(q+n)} \lambda_{n}\left[y, \lambda_{n}(z, x)\right]$
$+(-1)^{(s+n)(r+n)_{\lambda_{n}}\left[z, \lambda_{n}(x, y)\right]=0}$
for $x \in H_{q} X, y \in H_{r} X$, and $z \varepsilon H_{S} X ; \lambda_{n}\left[x, \lambda_{n}[x, x]\right]=0$ for all x if $\mathrm{p}=3$.
(7) The analogues of the Nishida relations hold:

$$
\begin{aligned}
& P_{*}^{s} \lambda_{n}(x, y)=\sum_{i+j=s} \lambda_{n}\left[P_{*}^{i} x, P_{*}^{j} y\right] ; \text { and } \\
& \beta \lambda_{n}(x, y)=\lambda_{n}(\beta x, y)+(-1)^{n+|x|} \lambda_{n}(x, \beta y) \text { where } x, y \varepsilon H_{*} x .
\end{aligned}
$$

(8) $\lambda_{n}\left[x, Q^{S} y\right]=0=\lambda_{n}\left[Q^{s} x, y\right]$ where $x, y \varepsilon H_{*} x$.

We next discuss the "top" operation, $\xi_{n}$, and its Bockstein. The operation $\lambda_{n}$ is analogous to the bracket operation in a Lie Algebra; $\xi_{n}$ is analogous to the restriction in a restricted Lie algebra.

Theorem 1.3. There exists a function $\xi_{n}: H_{q} X \rightarrow H_{p q+n(p-1)^{X}}$ $\left[H_{q} X \rightarrow H_{2 q+n} X\right]$ defined when $n+q$ is even [for all $q$ ] which is natural with respect to maps of $\zeta_{n+1}$-spaces, and satisfies the following formulas, in which $\mathrm{ad}_{\mathrm{n}}(\mathrm{x})(\mathrm{y})=\lambda_{\mathrm{n}}(\mathrm{y}, \mathrm{x})$,
$a d_{n}^{i}(x)(y)=a d_{n}(x)\left(a d_{n}^{i-1}(x)(y)\right), \quad$ and $\zeta_{n}(x)$ is defined, for $p>2$, by the formula $\zeta_{n}(x)=\beta \xi_{n}(x)-\operatorname{ad}_{n}^{p-1}(x)(\beta x)$ :
(1) If $x$ is a $\zeta_{n+2}$-space, then $\xi_{n}(x)=Q^{\frac{n+q}{2}(x)} \quad\left[\xi_{n}(x)=Q^{n+q}(x)\right]$, hence $\zeta_{n}(x)=\beta Q^{\frac{n+q}{2}} x$, for $x \in H_{q} X$.
(2) If we let $Q^{\frac{n+q}{2}} x \quad\left[Q^{n+q_{x}}\right]$ denote $\xi_{n}(x)$, then $\xi_{n}(x)$ satisfies formulas (1)-(3), (5) of Theorem 1.1, the external and diagonal Cartan Formulas of Theorem 1.1(4), and the following analog of the internal Cartan formula:

$$
\begin{aligned}
\xi_{n}(x y)= & \sum Q^{i} x \cdot Q^{j} y \\
& i+j=\frac{n+|x y|}{2}+ \\
& {\left[i+j=n x^{i} y^{j} P_{i j}, n>0,\right.} \\
& 0 \leq i, j \leq p \\
& n+|x y|] 0 \leq i+j \leq p
\end{aligned}
$$

where the $r_{i j}$ are functions of $x$ and $y$ specified in section 13; in particular, if $p=2$,

$$
\xi_{n}(x y)=\sum_{i+j=n+|x y|} Q^{i} x \cdot Q^{j} y+x \lambda_{n}(x, y) y
$$

(The internal Cartan formula for $\zeta_{\mathrm{n}}$ follows from those for $\bar{\xi}_{\mathrm{n}}$ and $\lambda_{n}$.)
(3) The Nishida relations hold:

$$
\begin{aligned}
& +\sum \frac{1}{i_{1}} \operatorname{ad}_{n}\left(P_{*}^{i} \sigma(p-1) x\right) a d_{n}\left(P_{*}^{i} \sigma(p-2){ }_{x}\right) \ldots \operatorname{ad}_{n}\left(P_{*}^{i} \sigma(1){ }_{x}\right)\left(P_{*}^{i} 1_{x}\right)
\end{aligned}
$$

where $m=\frac{n+|x|}{2},[m=n+|x|]$ and the second sum runs over
all sequences $\left(i_{1}, \ldots, i_{p}\right)$ such that $i_{1}+\ldots+i_{p}=r$,
$i_{1}=\ldots=i_{k_{1}}, \ldots, i_{k_{\ell-1}}+1=\ldots=i_{k_{\ell}}=i_{p}$,
$i_{k_{1}}<i_{k_{2}}<\ldots<i_{k_{\ell}}, \quad \ell>1$, and $\sigma$ runs over a complete set of distinct coset representatives for
$\Sigma_{k_{1}-1} \times{ }_{\Sigma_{k_{2}}-k_{1}} \times \ldots \times \Sigma_{k_{\ell}-k_{\ell-1}}$ in $\Sigma_{p-1}$.
If $p>2, P_{\hbar}^{r} \zeta_{n}(x)=P_{*}^{r} B Q^{\frac{n+q}{2}}(x) \quad$ (which is-given by Theorem 1.1(7)).

If $p=2, \beta \xi_{n}(x)=(|x|+n-1) Q^{|x|+n-1} x+\lambda_{n}(\beta x, x)$.
(4) $\lambda_{n}\left(x, \xi_{n} y\right)=a d_{n}^{p}(y)(x)$ and $\lambda_{n}\left(x, \zeta_{n} y\right)=0$ for $x, y \varepsilon H_{*} x$.
(5) $\xi_{n}(x+y)=\xi_{n}(x)+\xi_{n}(y)+\sum_{i=1}^{p-1} d_{n}^{i}(x)(y)$ where $i d_{n}^{i}(x)(y)=\sum a d_{n}^{j 1}(x) a d_{n}^{k_{1}}(y) \ldots d_{n}^{j_{r}}(x) \operatorname{ad}_{n}^{k_{r}}(y)(x)$ for $1 \leq i \leq p-1$ where the second sum runs over all sequences $1\left(j_{1}, k_{1}, \ldots, j_{r}, k_{r}\right)$ such that $j_{1} \geq 0, k_{\ell} \geq 1$, and $j_{\ell} \geq 1$ if $\ell>1$, and $\Sigma j_{\ell}=i-1, \Sigma k_{\ell}=p-i$. (Compare Jacobson's Formula [12,p.187] for restricted Lie Algebras.)
(6) $\xi_{n}(k x)=k^{P_{n}}(x)$ for $k \in Z_{p}$ whenever $\xi_{n} x$ is defined.

If $X=\Omega^{\mathrm{n}+1} \mathrm{Y}$, we have the following theorem relating the pre-
viously described operations to the homology suspension
$\sigma_{\dot{*}}: \quad \tilde{H}_{*}^{n} \Omega^{n+1} Y \rightarrow H_{\star} \Omega^{n} Y$.
Theorem 1.4. If $X=\Omega^{n+1} Y$, then
(1) $\sigma_{*} Q^{s}(x)=Q^{s} \sigma_{*}(x), \quad x \in H_{*} x$.
(2) $\sigma_{*} \xi_{n}(x)=\xi_{n-1}\left(\sigma_{*} x\right), \quad x \in H_{*} X$.
(3). $\sigma_{\star} \lambda_{n}(x, y)=\lambda_{n-1}\left(\sigma_{\star} x, \sigma_{\star} y\right), x, y \varepsilon H_{\star} X$.
(4) If $\Omega^{n} Y$ is simply connected and $X \in H_{q} \Omega^{n} Y$ transgresses to $y \in H_{q-1} \dot{R}^{n+1} Y$ in the Serre spectral sequence of the path fibration, then $Q^{s} x, \beta Q^{s} x, \xi_{n-1}(x)$, and $\zeta_{n-1}(x)$ transgress to $Q^{s} y$, $-\beta Q^{s} y, \quad \xi_{n}(y)$, and $-\zeta_{n}(y)$; if $p>2, n=1$, and $q$ is even, then $x^{p-1} \otimes y$ "transgresses" to $-\zeta_{1}(y)$, $d^{q(p-1)}\left(x^{p-1} \otimes y\right)=-\zeta_{1}(y) ;$ and if $p>2 ; n>1$, and $q=2 s \quad, \quad x^{p-1} \otimes y$ "transgresses" to $-B Q^{s}(y)$, $d^{q(p-1)}\left(x^{p-1} \otimes y\right)=-\beta Q^{s} y$.

The Hopf algebras $H_{*} \Omega^{n+1} Y$ admit the conjugation $X=C_{*}$, where $C$ is the standard inverse map, and we have the following formulas.

Proposition 1.5. On $H_{n} \Omega^{n+1} Y, Q^{s} X=\chi Q^{s}, \xi_{n} X=\chi \xi_{n}, \zeta_{n} \chi=\chi \zeta_{n} \quad$ if $p>2$, and $\alpha \lambda_{n}(y, z)=-\lambda_{n}(x y, x z)$.

Remark 1.6. In the sequel, we shall often use the notation * to denote the Pontrjagin product in homology.
2. Allowable $R_{n}$-structures, $n>0$

We describe some algebraic structures which are naturally suggested by the results above. We restrict attention to the cases $n>0$ here. We shall consider $\mathbb{Z}_{p}$-modules and will usually assume that they are unstable A-modules, in the sense of homology, where $A$ is the Steenrod algebra.

Recall the definition of admissible monomials in the Dyer-Lashof algebra, $R,[I, \S 2]$ and let $R_{n}(q)$ be the $\mathbb{Z}_{p}$-subspace of $R$ having additive basis

$$
\left\{Q^{I} \mid \mathrm{I} \text { admissible, } \mathrm{e}(\mathrm{I}) \geq \mathrm{q}, 2 \mathrm{~s}_{\mathrm{k}}<\mathrm{n}+\mathrm{q}\left[\mathrm{~s}_{\mathrm{k}}<\mathrm{n}+\mathrm{q}\right]\right\} .
$$

We do not give $\mathrm{R}_{\mathrm{n}}(\mathrm{q})$ any additional structure yet.
Definition 2.1. A $\mathbb{Z}_{p}$-module $L$ is a restricted $\lambda_{\mathrm{n}}$-algebra if there is a homomorphism $\lambda_{n}: L_{q} \otimes L_{r} \rightarrow L_{q+r+n}$ and functions $\xi_{\mathrm{n}}: \mathrm{L}_{\mathrm{q}} \rightarrow \mathrm{L}_{\mathrm{pq}+\mathrm{n}(\mathrm{p}-1)} \quad\left[\xi_{\mathrm{n}}: \mathrm{L}_{\mathrm{q}} \rightarrow \mathrm{L}_{2 \mathrm{q}+\mathrm{n}}\right]$, and, if $\mathrm{p}>2$, $\zeta_{n}: L_{q}+L_{p q+n(p-1)-1}$, for $n+q$ even such that the Lie analogs
(3) and (6) of Theorem 1.2 and the restriction analogues (4), (5), and
(6) of Theorem 1.3 are satisfied.

Remark 2.2. A restricted $\lambda_{n}$-algebra is a generalization of a restricted Lie algebra in the presence of an additional operation $\zeta_{n}$ for odd primes.

Definition 2.2. A $\mathbb{Z}_{p}$-module $M$ is an allowable $R_{n}$-module if there are homomorphisms

$$
Q^{s}: M_{q}+M_{q+2 s(p-1)} \quad\left[Q^{s}: \quad M_{q}+M_{q+s}\right]
$$

for $0 \leq 2 s<q+n[s<q+n]$, such that $Q^{s}=0$ for $2 s<q[s<q]$ and the composition of the $Q^{s}$ satisfies the Adem relations. $M$ is an allowable $A R_{n}$-module if $M$ is an allowable $R_{n}$-module with an A-action which satisfies the Nishida relations. $M$ is an allowable $A R_{n}$-algebra if $M$ is an allowable $A R_{n}$-module and a commutative algebra which satisfies the internal Cartan formula and (2) and (3) of Theorem 1.1. $M$ is an allowable $A R_{n} \Lambda_{n}$-Hopf algebra (with conjugation) if $M$ is a monoidal Hopf algebra (with conjugation) which satisfies the properties of Theorems 1.1, 1.2, and 1.3. If $M$ has the conjugation, $X$, then $M$ is required to satisfy Propostion 1.5.

Remark 2.3. Since the coproduct applied to $\lambda_{n}$ requires the preseace of products (formula 1.2 (5)), we have chosen not to define separate notions of allowable $A R_{n} \Lambda_{n}$-algebras or coalgebras. Also, because of the mixing of the $\xi_{n}, \zeta_{n}, Q^{s}$, and $\lambda_{n}$ in the presense of products and coproducts (formulas $1.3(2)$ ), we must build the desired properties of our structures in five separate stages.

To exploit the global structure suggested by our definitions, we describe five free functors (left adjoints to the evident forgetful functors) $L_{n}, D_{n}, V_{n}, W_{n}$, and $G$. Note that $G$ has been defined in [I, 52]. The other functors are defined on objects; the morphisms are evident.
$L_{n}: \mathbb{Z}_{p}$-modules to restricted $\lambda_{n}$-algebras: Given $M$, let $L_{0} M$ denote the free restricted Lie algebra generated by $M$. (Explicitly, $L_{0} M$ is the sub-Lie algebra of $T(M)$ generated by $M$ where $T(M)$ is the tensor algebra of $M$.) If $p>2$, define $L_{1} M=s^{-1} L_{0} s M \oplus\left(\zeta_{1}\right)\left(s^{-1} L_{0} s M\right)$ where $s M$ is a copy of $M$ with all elements raised one higher degree, $s^{-1} L_{0} s M$
is a copy of $L_{0} s M$ with all elements lowered one degree, and $\left(\zeta_{1}\right)\left(s^{-1} L_{0} s M\right)$ has $\mathbb{Z}_{\mathrm{p}}$-basis consisting of elements $\left(\zeta_{1}\right)(x)$ of degree $2 \mathrm{pq}-2$ for each xa basis element of $s^{-1} L_{0} s M$ of degree $2 q-1$. If $p=2$, set $L_{1} M=s^{-1} L_{0} s M$. Inductively, define $L_{n} M=s^{-1} L_{n-1} s M$ for $n>1$ and make $L_{n} M$ into a restricted $\lambda_{n}$-algebra by setting $\lambda_{n}(x, y)=s^{-1_{\lambda_{n-1}}}(s x, s y)$, $\xi_{n}(x)=s^{-1} \xi_{n-1}(s x), \quad \zeta_{n}(x)=-s^{-1} \zeta_{n-1}(s x)$ and $\lambda_{n}\left(x, \zeta_{n} y\right)=0$.

We further describe certain elements in $L_{n} M . \quad x \varepsilon M$ is a $\lambda_{n}$-product of weight 1 . Assume that $\lambda_{n}$-products of weight $j$ have been defined for $j<k$. Then a $\lambda_{n}$-product of weight $\underline{k}$ is any $\lambda_{n}(a, b)$ where $a$ and $b$ are $\lambda_{n}$-products such that weight (a) + weight (b) $=\mathrm{k} . \quad \mathrm{x} \in \mathrm{M}$ is a basic $\lambda_{\mathrm{n}}$-product of weight 1 . Assume that the basic $\lambda_{n}$-products of weight $j$ have been defined and totally ordered amongst themselves, $\mathrm{j}<\mathrm{k}$. Then define a basic $\lambda_{n}$-product of weight $\underline{k}$ to be any $\lambda_{n}(a, b)$ such that
(1) $\lambda_{n}(a, b)$ is of weight $k$, and
(2) $a<b$ where $a$ and $b$ are basic $\lambda_{n}$-products and if $b=\lambda_{n}(c, d)$ for $c$ and $d$ basic then $c \leq a$.

We include additional basic products not defined by the above inductive procedure.
(2') $a=b$ if $p>2$ where $a$ is a basic $\lambda_{n}$-product of weight one and $n+$ degree (a) is odd.

Remark 2.3. Compare the above notion of basic $\lambda_{n}$-product to Hilton's [12] or Hall's [11]notion of basic product. Note that (2') is not contained in Hilton's list of criteria. In Hilton's calculations, $\lambda_{0}(a, a)=2 a^{2}$ if degree (a) is odd is "seen" as $a^{2}$ up to non-zero
coefficient (for $p>2$ ). Since $\lambda_{0}(a, a)$ transgresses to $\lambda_{1}(\tau a$, ta) in the Serre spectral sequence of the path-space fibration ( $\tau$ denotes the transgression), we find it more convenient to count $\lambda_{0}(a, a)$ rather than $a^{2}$. (See [8; page 80].)
$D_{n}: \mathbb{Z}_{p}$-modules to allowable $R_{n}$-modules: Given $L$, define $D_{n} L=\sum_{q \geq 0} R_{n}(q) \otimes L_{q}$. Let $\quad\left(D_{n} L_{j}\right)^{\text {be the subspace of }} D_{n} L^{L}$ spanned by $\left\{Q^{I} \otimes l \mid\right.$ degree $(I)+$ degree $\left.(\ell)=j\right\}$. Then $D_{n} L$ is an allowable $R_{n}$-module with the action of the $Q^{s}$ determined by the Adem relations and $Q^{S}: \quad\left(D_{n}\right)_{j} \rightarrow\left(D_{n} L\right)_{j+2 s(p-1)}^{\left[\left(D_{n} L\right)_{j} \rightarrow\left(D_{n}\right)_{j+s}\right]}$ given by $Q^{s}\left(Q^{I} \otimes \ell\right)=Q^{s} Q^{I} \otimes l$. If $e(I)<q$, set $Q^{I} \otimes \ell=0$ if the degree of $\ell$ is ${ }_{i} q$. The inclusion of $E$ in $D_{n} L_{\text {is given by }}$ $\ell \longrightarrow 1 \otimes \ell$.
$\nabla_{n}$ : Allowable $R_{n}$-modules to allowable $R_{n}$-algebras: Given $D$, define $\nabla_{n} D=\frac{A D}{K}$ where $A D$ is the free commutative algebra generated by $D$ and $K$ is the two-sided ideal generated by $\left\{x^{P}-Q^{s} x \mid 2 s=\right.$ degree $(x)$
$[s=$ degree $(x)]\}$. The $R_{n}$-action is determined by the $R_{n}$-action on $D$, the internal Cartan formula and the formulas for $Q^{s} \emptyset$.
$W_{n}$ : Cocommutative component coalgebras over A to allowable $A R_{n} \Lambda_{n}$-Hopf algebras: Given $M$, let $\eta$ denote the composite $\mathbf{z}_{p} \rightarrow M \rightarrow L_{n} M \rightarrow D_{n}\left(L_{n} M\right)$. Define $W_{n} M$ as an allowable $A R_{n}$-algebra by $W_{n}(M)=V_{n}\left(J D_{n} L_{n} M\right)$ where $J D_{n} L_{n} M=$ cokernel $\eta$. The product is determined by the product in $V_{n}$, the internal Cartan formulas and the formulas for $\emptyset$ in Theorems 1.2 and 1.3. The coproduct and augmentation are determined by the diagonal Cartan formulas (for $Q^{s}, \lambda_{n}, \xi_{n}, \zeta_{n}$ ),
the augmentation of $D_{n} I_{n} M=Z_{p} \oplus$ coker $n$ and the requirement that $W_{n} M$ be a Hopf algebra (one must check that $K$ is a Hopf ideal to ensure that $W_{n} M$ is a.well-defined Hopf algebra.)

The action of $\lambda_{n}$ is given by the action of $\lambda_{n}$ on $I_{n} M$ and the formula $\lambda_{n}\left[x, Q^{S} y\right]=0$. The actions of $\xi_{n}$ and $\zeta_{n}$ are given by the actions on $L_{n} M$ and the Adem relations. The A-action on $M$ together with the Nishida relations determine the A-action on $W_{n} M$.

For convenience, we define $W_{0} H_{*} X$ to be $T\left(H_{*} X\right)$, the tensor algebra of $H_{n} X$. Here we restrict attention to spaces $\mathbb{X}$ which are connected. By Hilton's calculations we may write $T\left(H_{\star} X\right)$ additively as a tensor product of polynomial and exterior algebras whose generators are basic $\lambda_{0}$-products [12].

Remark 2.5. By section $1, H_{*} C_{n+1} Y$ is an allowable $A R_{n} \Lambda_{n}$-Hopf algebra and $H_{\pi^{\prime}} \Omega^{n+1}$ is an allowable $A R_{n} \Lambda_{n}$-Hopf algebra with conjugation.
3. The homology of $\Omega^{n+1} \varepsilon^{n+1} x, n>0$; the Bockstein spectral sequence

Recall that $\Omega^{n+1} \Sigma^{n+1} X$ is the free ( $n+1$ )-fold loop space generated
by $X$ in the sense that if $f: X \rightarrow \Omega^{n+1} Z$ is any map, then there exists a unique map of ( $n+1$ )-fold loop spaces, $g: \quad \Omega^{n+1} \Sigma^{n+1} X \rightarrow \Omega^{n+1} Z$ such that the following diagram is commutative:


Here $\eta$ is the standard inclusion of $X$ in $\Omega^{n+1} \sum^{n+1} X \quad$ [G;p.43]. Since $\eta_{\star}: H_{\star} X \rightarrow H_{\star} \Omega^{n+1} \Sigma^{n+1} X$ is a monomorphism, $H_{\star} \Omega^{n+1} \Sigma^{n+1} X$ ought to be an appropriate free functor of $H_{*} X$. That is, the classes in $H_{\hbar} X$ should play an analogous role to that of the fundamental classes in the calculation of the cohomology of $K(\pi, n)$ 's.

By the freeness of the functors $W_{n}$ and $G W_{n}$, there are unique morphisms $\bar{n}_{*}$ of allowable $A R_{n} \Lambda_{n}$-Hopf algebras and $\tilde{n}_{*}$ of allowable $\operatorname{AR}_{n} \Lambda_{n}$-Hopf algebras with conjugation such that the following diagram is commutative, where $C_{n+1} X$ and $\alpha_{n+1}$ are as defined in $[G ; 52$ and 55]:


Theorem 3.1. For every space $X, \bar{\eta}_{*}: \quad W_{n} H_{i} X \rightarrow H_{\pi} C{ }_{n+1} X$ is an isomorphism of allowable $A R_{n} \Lambda_{n}$-Hopf algebras.

Theorem 3.2. For every space $X, \tilde{n}_{*}: G W_{n} H_{*} X \rightarrow H_{*} n^{n+1} \sum^{n+1} X$ is an isomorphism of allowable $A R_{n} \Lambda_{n}$-Hopf algebras with conjugation.

Corollary 3.3. $\alpha_{n+1}: C_{n+1} X \rightarrow \Omega^{n+1} \Sigma^{n+1} X$ is a group completion.

Corollary 3.3 was first proven by Graeme Segal [22] but without a calculation of the homology of $C_{n+1} X$ or $\Omega^{n+1} \Sigma^{n+1} X$.

By [G; Lemma 8.11], $C_{n+1} s^{0}=\underset{j \geq 0}{\|} \frac{\sum_{n+1}(j)}{\Sigma_{j}}$. Since [G; Theorem 4.8] and [9] imply that $\frac{\mathcal{E}_{2}(j)}{\Sigma_{j}}$ is a $K\left(B_{j},{ }^{1)}\right.$ where $B_{j}$ is Artin's braid group, Theorem 3.1 provides an amusing calculation of the homology of all the braid groups. More complete descriptions of $H_{*}\left(B_{j} ; M\right)$, $M=\mathbb{Z}_{\mathrm{p}}, \mathbb{Z}$, and $\mathbb{Z}$ will appear in the appendix.

We have two obvious corollaries of Theorems 3.1 and 3.2.

Corollary 3.4. If $(X, \theta)$ is a $\zeta_{n+1}$-space, then $\theta_{*}: H_{*} C_{n+1} X \rightarrow H_{*} X$ represents $H_{*} X$ as a quotient allowable $A R_{n} A_{n}$-Hopf algebra of the free allowable $A R_{n} \Lambda_{n}$-Hopf algebra $W_{n} H_{*}$.

Corollary 3.5. If $Y$ is an ( $n+1$ )-fold loop space, then $\xi_{n+1 *}: H_{*} \Omega^{n+1} \Sigma^{n+1} Y \rightarrow H_{*} Y$ represents $H_{*} Y$ as a quotient allowable $A R_{n} \Lambda_{n}$-Hopf algebra with conjugation of the free allowable $A R_{n} \Lambda_{n}$-Hopf algebra with conjugation $G W H_{X} Y$.

Before proceeding to proofs, we exhibit bases for $W_{n} H_{*} X$ and $G W_{n} H_{*} X$. Let $\eta: * \rightarrow X$ be the inclusion of the base point in $X$ and let $\mathrm{JH}_{*} \mathrm{X}=$ coker $\eta_{*}$. Let tX be a totally ordered basis for $\mathrm{JH}_{*} \mathrm{X}$. We define $A T_{n} X$ to be the free commutative algebra generated by the set

Notice that in our definition of $T_{n} \dot{X}$ we denote $\xi_{n} x$ by $Q^{\frac{n+q}{2}} x\left[Q^{n+q} x\right]$ and $\zeta_{n} x$ by $\beta Q^{\frac{n+q}{2}} x$ for $x \in H_{q} X$.

Let $\mathbb{Z}_{p} N \pi{ }_{0} X$ and $\mathbb{Z}_{p} \tilde{N}_{0} X$ be as defined in $[G ; p .80]$.
Lemma 3.8. $\quad W_{n} H_{\infty} X \cong A T_{n} X \otimes \mathbb{Z}_{p} N \pi_{0} X$ and $G W_{n} H_{\infty} X \cong A T_{n} X \otimes \mathbb{Z}_{p}{ }^{n} \pi_{0} X$ as algebras.
Proof: By the definition of $W_{n}$ and $G W_{n}$, it suffices to check that the basic $\lambda_{n}$-products of weight $k$ span the subspace generated by all $\lambda_{n}$-products of weight $k$. By Hilton's results [12], the basic $\lambda_{0}$-products of weight $k$ span the subspace of $L_{0} H_{*} X$ generated by all $\lambda_{0}$-products of weight $k$. By the inductive definition of $L_{n} H_{\star} X$ and the definition of basic $\lambda_{n}$-products, the result follows.

For our final preliminary, we recall the calculation of $H_{\pi} \Omega \Sigma \mathrm{X}$ for connected $X$.
Lemma 3.9[5]. If $X$ is connected, $H_{*} \Omega \Sigma X$ is the free associative algebra on the transgressive elements of $H_{\star} X$ in the Serre spectral sequence of the path fibration.

Evidently, $H_{*} \Omega \Sigma X=W_{0} H_{*} X$ as an algebra.
Alternatively, we may use [G; Proposition 2.6(a)] which states that $\left(F_{j} C_{1} X, F_{j-1} C_{1} X\right)$ is an NDR pair for $j \geq 1$. Here the result
$H_{\star} \Omega \Sigma X=H_{\star} C_{1} X=W_{0} H_{*} X \quad$ follows.
Proof of Theorem 3.2: By [I; Lemma 4.6] there is a homotopy equivalence f: $\Omega^{n+1} \Sigma^{n+1} X \rightarrow \Omega^{n+1} \Sigma_{\phi}^{n+1} X \times \pi_{0} \Omega^{n+1} \Sigma^{n+1} X$ where $\Omega^{n+1}{ }_{\phi} \Sigma^{n+1} X$ is the component of the basepoint of $\Omega^{n+1} \Sigma^{n+1} X$. Furthermore $£$ is a map of H-spaces if $n>0$. By [G;8.14],
$\tilde{N}_{0} X \cong \tilde{H}_{0} X \cong H_{n+1} \Sigma^{n+1} X \cong \pi_{n+1} \sum^{n+1} X \cong \pi_{0} \Omega^{n+1} \Sigma^{n+1} X$. Since
 it clearly suffices to show that $H_{\pi} \Omega^{n+1}{ }_{\phi} \Sigma^{n+1} X \cong A T_{n} X$, as an algebra.

We show that $H_{N_{8}} \Omega^{n+1} \Sigma^{n+1} X \cong A T_{n} X$. by induction on $n$. To avoid repetition we state the general step and note the minor modifications required in case $n=1$.

Obviously $\Sigma_{ \pm}: \tilde{H}_{\pi} X \rightarrow H_{N} \Sigma X$ is an isomorphism and we may choose $t \Sigma X=\left\{\Sigma_{\star} X^{\prime} \mid x \varepsilon \operatorname{tX}\right\}$ as a basis for $H_{\star} \Sigma X$ where $X^{\prime}=x^{\prime} x-(\varepsilon x) \phi$. Define $\tilde{W}_{n-1} H_{\infty} \Sigma X, \quad n \geq 1$, to be the subalgebra of $W_{n-1} H_{n} \Sigma X$ generated by all operations on the elements of $t \Sigma X$ of degree greater than one and, in addition, the elements derived from non-trivial applications of the operations, $\beta^{\varepsilon} Q^{s}, \beta^{\varepsilon} \xi_{n}$, and $\lambda_{n}$ on the elements of $t \Sigma X$ of degree greater than zero. (Compare our definition of $\tilde{W}_{n-1}$ to the definition of $\tilde{W}$ in $[I ; 54]$, especially in the case $p=2$.). Observe that [I; 4.7 and 4.8 ] together with Lemma 3.9 shows that $H_{*} U \Omega \Sigma \Sigma^{2} X \xlongequal{\bumpeq} \tilde{W}_{0} H_{*} \Sigma X$ as an algebra. Also observe that if our calculations of $H_{*} \Omega^{n} \Sigma^{n} X$ are correct, then $H_{\hbar} U \Omega^{n} \Sigma^{n+1} X \cong \tilde{W}_{n-1} H_{\hbar} \Sigma X$.

We now describe a model spectral sequence $\left\{{ }^{\prime} E^{\prime}\right\}$. Define ${ }^{\prime} E^{2}$, as an algebra, by the equation

$$
{ }^{\prime} E^{2}=\tilde{W}_{n-1} H_{\hbar} E X \otimes\left(\mathrm{GW}_{n} H_{*} X\right)_{\phi},
$$

(Observe that $\quad E^{2}=W_{n-1} H_{\hbar} E X \otimes W_{n} H_{\pi} X$ if $X$ is connected.) Specify the differentials by requiring $\left\{{ }^{\prime} E^{r}\right\}$ to be a spectral sequence of differential algebras such that the transgression, $\mathbb{T}$, is given by
$\tau\left\{a d_{n-1}\left(\Sigma_{*} x_{1}^{\prime}\right) \ldots a d_{n-1}\left(\Sigma_{*} x_{k-1}^{\prime}\right)\left(\Sigma_{*} x_{k}^{\prime}\right)\right\}=a d_{n}\left(x_{1} *\left[-a x_{1}\right]\right) \ldots a d_{n}\left(x_{k-1} *\left[-a x_{k-1}\right]\right)\left(x_{k} *\left[-a x_{k}\right]\right)$, $\dot{\tau} Q^{I_{\Sigma}} x^{\prime}=(-1)^{d(I)} Q^{I} x^{\prime}\left[-p{ }^{\ell(I)} a x\right]$, and if $p>2$ and the degree of $Q^{I} x$.

(Recall that [ax] denotes the component of the element $x$ and that if [ax] $\varepsilon H_{0} \Omega X, X \in H_{\pi} \Omega X$, then the loop product $x *[a x]$ suspends to $\varepsilon[a x]\left(\sigma_{*} x\right)$ by [I; Lemma 4.9].) It is easy to see that $\left\{^{\prime} E^{r}\right\}$ is isomorphic to a tensor product of elementary spectral sequences of the forms $E\{y\} \otimes P\{\tau y\}$ and, if $p>2$,

$$
P\{z\} /\left(z^{P}\right) \otimes\left[E[\tau z\} \otimes P\left\{\tau\left(z^{p-1} \otimes \tau z\right)\right\}\right], \text { where } E \text { and } P
$$

denote exterior and polynomial algebras. The elements y run over

$$
\left\{\begin{array}{l|l}
Q^{I} \Sigma_{x^{\prime}} x^{\prime} & \begin{array}{l}
I \text { admissible, } e(I)>\text { degree }(x), \text { degree }\left(Q^{I} \Sigma_{x^{\prime}} x^{\prime}\right)>1, \\
s_{k} \leq \frac{n-1+\left|\Sigma_{*} x^{\prime}\right|}{2} \\
\text { case } p>2
\end{array}
\end{array}\right\}
$$

and if $p>2$, the elements $z$ run through
$\left\{Q^{I} \sum_{*^{\prime}} X^{\prime} \mid I\right.$ admissible, $e(I)>$ degree $(X)$, degree $Q^{I} \Sigma_{*} X^{\prime}$ is even and $\left.s_{k} \leq \frac{n-1+\left|\Sigma_{*} x^{\prime}\right|}{2}\right\}$.

Note that the Serre spectral sequence behaves as if the even degree generators were generators of truncated polynomial algebras since $d^{r}\left(x^{p}\right)=0$ if $d^{r}(x)=\tau x . \quad$ Clearly $\quad{ }^{\prime} E_{\infty}=\mathbb{Z}_{p}$.

Evidently, there is a unique morphism of algebras $f: \quad E^{2} \rightarrow E^{2}$
such that the following diagram is commutative:


$$
W_{n-1} H_{*} \Sigma X \otimes \mathrm{CW}_{n} H_{*} X \xrightarrow{\tilde{n}_{\star} \delta \tilde{n}_{*}} H_{\star} \Omega^{n} \Sigma^{n+1} X \otimes H_{\star} \Omega^{n+1} \Sigma^{n+1} X .
$$

Since $\lambda_{n}(x, y)=\lambda_{n}\left(x^{\prime}, y^{\prime}\right)$ and $Q^{I} x=Q^{I} x^{\prime} \quad$ if $d(I)>0, \quad\left[I_{j}\right.$ Lemma 4.9] implies that

$$
\begin{aligned}
& \sigma_{*} \lambda_{n}(x *[-a x], y *[-a y])=\lambda_{n-1}\left(\Sigma_{*} x^{\prime}, y^{\prime}\right) \text { and } \\
& \sigma_{*}\left(Q^{I} x^{*}\left[-p^{\ell(I)} a x\right]\right)=(-1)^{d(I)} Q^{I} \Sigma_{*} x^{\prime} .
\end{aligned}
$$

By the naturality of $\sigma_{*}$, the same formula holds for

$$
\sigma_{*}: \quad H_{*} 贝 U \Omega^{n} \Sigma^{n+1} X \rightarrow H_{*} U_{\Omega}^{n} \Sigma^{n+1} X .
$$

Note that the classes $\Sigma^{\prime} A^{x^{\prime}}$ are not present in $H_{*} U_{\Omega} \sum_{\Sigma}^{n+1} X$ if $x$ is a zero dimensional basis element for $H_{*} X$, but the transgressive classes $\beta^{\varepsilon} Q^{s} \Sigma_{*} x^{\prime}$ and $\lambda_{n}\left(\Sigma_{*} X^{\prime}, \Sigma_{*} y^{\prime}\right)$ are present in $H_{*} U_{\Omega} \sum^{n} \Sigma^{n+1} X$ (although not as operations).

By Theorem 1.4 (commutation with suspension), $£ \otimes £$ induces a
morphism of spectral sequences. Since $£ \otimes_{f}$ is an isomorphism on $E^{\infty}$, it suffices to show that $f$ (base) is an isomorphism to show $f$ (fibre) is an isomorphism [15; chap. 12].

Now we show that our results are correct for the case $n=1$. Recall that by previous remarks $H_{*} U \Omega \Sigma \Sigma^{2} X \xlongequal{\cong} \tilde{W}_{0} H_{*} \Sigma X$ as an algebra. By a slight modification of [8; p.80], we may write $\tilde{W}_{0} H_{*} \Sigma X$ additively as a tensor product of polynomial and exterior algebras generated by basic $\lambda_{0}$-products of weight greater than one and basic $\lambda_{0}$-products of weight one on the elements of $t \Sigma X$ of degree greater than 1 . It follows from previous remarks that our results are correct for the case $n=1$.

The remaining details follow directly by induction on $n$ and the above methods. Compare our proof to that of $[1 ; 4.2]$ and [8; p.80].

The Bockstein spectral sequences for $H_{*} C_{n+1} X$ and $H_{*} \Omega^{n+1} \sum_{2}^{n+1} X$
We require a preliminary lemma concerning the higher Bocksteins on $\xi_{n}(x) \bmod 2$.
Lenma 3.10. Let $X \in \zeta_{n+1}[\tau]$ and $x \in H_{q} X, p=2$. Then
(1) $\beta \xi_{n}(x)=Q^{n+q-1} x+\lambda_{n}(x, \beta x)$ if $n+q$ is even, and
(2) if $\beta_{r} x$ is defined, then $\beta_{r} \xi_{n} x$ is defined if $n+q$ is odd and $\beta_{r} \xi_{n} x=\lambda_{n}\left(x, \beta_{r} x\right)$ modulo indeterminacy.

Proof: Let a be a chain which represents $x$ and $\partial(a)=2^{r}$. Then $\partial\left(e_{n} \otimes a^{2}\right)=\left[\alpha+(-1)^{n}\right] e_{n-1} \otimes a^{2}+(-1)^{n} e_{n} \otimes \partial a \otimes a+(-1)^{n+q} e_{n} \otimes a \otimes \partial a$ where $e_{n}$ and $\alpha$ have been defined in [A; section 1 and 6]. Clearly

$$
\partial\left(e_{n} \otimes a^{2}\right)=\left[(-1)^{n}+(-1)^{q}\right] e_{n-1} \otimes a^{2}+2^{r}\left[(-1)^{n}+(-1)^{n+q} \alpha\right] e_{n} \otimes b \otimes a .
$$

Since $-2^{\mathrm{r}} \equiv 2^{\mathrm{r}}\left(2^{\mathrm{r}+1}\right)$, we observe that
(a) $\quad \partial\left(e_{n} \otimes a^{2}\right) \equiv 2 e_{n-1} \otimes a^{2}+2^{r}\left[a+(-1)^{n+1}\right] e_{n} \otimes b \otimes a \quad$ (4)
if $\mathrm{n}+\mathrm{q}$ is even and
(b) $\quad \partial\left(e_{n} \otimes a^{2}\right) \equiv 2^{r}\left[\alpha+(-1)^{n+1}\right] e_{n} \otimes b \otimes a \quad\left(2^{r+1}\right)$
if $n+q$ is odd.
We recall the definition of $\lambda_{n}$ in $[A$; section 6] and observe that (a) implies (1) and (b) implies (2)

Let $\left\{E^{r} x\right\}$ denote the mod $p$ Bockstein spectral sequence of a space
$X$. If $A$ is an algebra equipped with higher Bocksteins, let $\left\{E^{r} A\right\}$ denote
the obvious Bockstein spectral sequence associated to A. By Theorems 3.1, 3.2 and Lemma 3.8

$$
E^{r} Y=E^{r} A T_{n} X \otimes H_{0} Y \text { where } Y=C_{n+1} X \text { or } \Omega^{n+1} \Sigma^{n+1} X
$$

We decompose $\mathrm{AT}_{\mathrm{n}} \mathrm{X}$ into a tensor product of algebras which are closed under the Bocksteins. The anomaly for the mod 2 Bockstein implied by Lemma 3.10 requires some additional attention.

Definition 3.11. Let the Bockstein spectral sequence of $X$ be given by $C_{r}$ and $D_{r}$ as in [I; section 4]. Further, let $C_{\infty}$ be a set of basis elements which projects to a generating set for $E^{\infty} X$. Let $X_{i} \in D_{r_{i}}$ or $\mathrm{x}_{\mathrm{i}} \varepsilon \mathrm{C}_{\infty}$. Define $\mathrm{L}_{\mathrm{n}}\left(\mathrm{x}_{1}, \ldots, \mathrm{x}_{\mathrm{k}}\right)$ to be the free commutative algebra generated by all $\lambda_{n}$-products of weight $k$ which are constructed from $y_{1}, \ldots, y_{k}$ where $y_{\sigma(i)}=x_{i}$ or $y_{\sigma(i)}=\beta_{r_{i}} x_{i}$ for some fixed $\sigma \varepsilon \varepsilon_{k}$. Observe that by $[A ; 6.7]$, the algebras $L\left(x_{1}, \ldots, x_{k}\right)$ are closed (modulo indeterminacy) under the higher Bocksteins. If $p=2$, further define $G_{n}(x)$ to be the free commutative algebra generated by $\xi_{n}(x)$ and $\lambda_{n}\left(x, \beta_{r} x\right)$ for $n+|x|$ odd and $x \in D_{r}$ and define $B_{n}(x)$ to be the free strictiy commutative algebra generated by $\xi_{n} x$.

We observe that $A T_{n} X$ may be written as a tensor product of algebras of the following forms:
(A) If $\mathrm{p}=2$,
(i) $E\left[Q^{I} x\right] \otimes P\left[\beta Q^{I} x\right]$
(ii) $P\left[Q^{I} x\right] \otimes E\left[\beta Q^{I} x\right]$
where in (i) and (ii), $I$ is admissible, $\ell(I)>1$, or $\ell(I)=1$, and
either $\quad Q^{I_{x}} \neq \xi_{n} x$ or in case $Q^{I_{X}}=\xi_{n} x$ we then require $n+|x|$ to be even. (The complications here are introduced by the irregular higher Bockstein in Lemma 3.10; the case $Q^{J} x=\xi_{n} x$ and $n+|x|$ is odd is accounted for in (iii) below. Here note that $n+\left|\xi_{n} x\right|$ is even.)

$$
\begin{aligned}
& \text { (iii) } G_{n}(x) \text { if } n+|x| \text { is odd, and } \\
& \text { (iv) } L_{n}\left(x_{1}, \ldots, x_{k}\right) \text { where }\left\{x_{1}, \ldots, x_{k}\right\} \text { runs over distinct }
\end{aligned}
$$

subsets of elements $x_{i} \in D_{r_{i}}$ or $C_{\infty}, k \geq 1$.
(B) If $p>2$,
(i) $E\left[Q^{I} x\right] \otimes P\left[\beta Q^{I} x\right]$,
(ii) $P\left[Q^{I} x\right] \otimes E\left[\beta Q^{I} x\right]$, and
(iii) $L_{n}\left(x_{1}, \ldots, x_{k}\right)$ where $\left\{x_{1}, \ldots, x_{k}\right\}$ is described above.

With the above preliminaries, we have the following Theorem. The proof is similar to that of $[A$; section 10$]$ and is deleted.

Theorem 3.12. Define a subset $S_{n} X$ of $T_{n} X$ as follows:
(a) $p=2: \quad S_{n} X=\left\{\begin{array}{l}Q_{x} \\ \mid Q^{I} x \in T_{n} X, Q^{I} x \neq F_{n} x \text { if } n+|x| \text { odd, } I=(2 s, J), \\ \left|Q^{I} x\right| \text { even, } \ell(I)>0\end{array}\right\}$
(b) $p>2: \quad S_{n} X=\left\{Q^{I} x\left|Q^{I} x \in T_{n} X, b(I)=0,\left|Q^{I} x\right|\right.\right.$ even, $\left.\ell(I)>0\right\}$.

Then if $p=2$,
$E^{r+1} A T_{n} X=P\left\{y^{2^{r}} \mid y \varepsilon S_{n} X\right\} \in E\left\{\beta_{r+1} y^{2^{r}} \mid y \varepsilon S_{n} X\right\} \otimes E^{r+1} L_{n}\left(x_{1}, \ldots, X_{k}\right) \otimes E^{r+1} G_{n}(x)$
and if $p>2$,
$E^{r+1} A_{n} X=P\left\{y^{p} \mid y \varepsilon S_{n} X\right\} \otimes E\left\{\beta_{r+1} P^{p^{r}} \mid y \varepsilon S_{n} X\right\} \otimes E^{r+1_{L_{n}}}\left(x_{1}, \ldots, x_{k}\right)$, for
all r> 1 where

$$
\begin{array}{r}
\beta_{I+1} y^{p^{r}}= \begin{cases}y^{2^{I}-1}\left(y \beta y+Q^{\left.2 q_{\beta y}\right)}\right. & \text { if } p=2 \text { and }|y|=2 q, \\
y^{p^{r}-1_{\beta y}} & \text { if } p>2, \text { and }\end{cases} \\
\beta_{r+1} \lambda_{n}(x, y)=\lambda_{n}\left(\beta_{r+1} x, y\right)+(-1)^{n+|x|_{\lambda_{n}}\left(x, \beta_{r+1} y\right)}
\end{array}
$$

if $\beta_{r+1} x$ and $\beta_{r+1} y$ are defined. Therefore if $p=2$

$$
E^{\infty}{ }_{A T_{n}} X=\otimes L\left(x_{1}, \ldots, x_{k}\right) \otimes B_{n}(x)
$$

where $\left\{x_{1}, \ldots, x_{k}\right\}$ runs over distinct subsets, $x_{i} \varepsilon C_{\infty} \quad\left\{x_{1}, x_{2}\right\} \neq\{x, x\}$ for $n+|x|$ odd, and $\{x\}$ runs over $C_{\infty}$ where $n+|x|$ odd. If $p>2$,

$$
E_{A T}^{\infty} T_{n}=\otimes\left(x_{1}, \ldots, x_{k}\right)
$$

where $\left\{x_{1}, \ldots, x_{k}\right\}$ runs over distinct subsets of elements $x_{i} \varepsilon C_{\infty}$
Since there are only 3 non-trivial operations, $\xi_{1}, \zeta_{1}$, and $\lambda_{1}$ defined in $H_{*}\left(\Omega^{2} \Sigma^{2} X ; \mathbb{Z}_{p}\right)$, where $\operatorname{deg}\left(\xi_{1} x\right)$ is odd if $p>2$, Theorem 3.12 immediately implies the following corollary.

Corollary 3.13. If $X$ has no $p$-torsion $P \geq 2$, then $E^{2} A T_{1} X=E^{\infty} A T_{1} X$. Hence the $p$-torsion of $H_{*}\left(\Omega^{2} \Sigma^{2} X ; \mathbb{Z}\right)$ is all of order $p$.

Observe that 3.13 is obviously false for $A T_{n} X, n>1$.
Another immediate corollary of 3.12 is
Corollary 3.14. Let i be the fundamental class of $\mathrm{s}^{\mathrm{k}}, \mathrm{k} \geq 0$.
Then
(a) $E A_{n T}^{\infty} S^{k}$ is the free strictly commutative algebra generated by 1 and if $n+k$ is odd, $\lambda_{n}(l, l)$ when $p>2$.
(b) $E \mathrm{ET}_{\mathrm{n}} \mathrm{S}^{\mathrm{k}}$ is the free strictly commutative algebra generated by l and if $n+k$ is odd, $\xi_{n}($ when $p=2$.

Remarks 3.15. It is amusing to observe how the complications in the Bockstein spectral sequence introduced by Lemma 3.10 give rise to the infinite cycles which must appear. It is, on the face of it, surprising that $\xi_{n} x$ when $p=2$ accounts for the infinite cycle corresponding to the class $\lambda_{n}(x, x)$ when $p>2$. Since $\lambda_{n}(x, x)=0 \bmod 2, \xi_{n}(x)$ is "trying" to be half of the Browder operation.

A remark concerning 3.14 seems approrpiate: $\quad \pi_{i} \Omega_{\phi}^{n+1} \sum^{\ddot{n}+1} S^{0}=\pi_{i+n+1} s^{n+1}$ if $i>0$. Clearly $\pi_{i} \Omega^{n+1} \phi^{\Sigma^{n+1}} S^{0}$ has a $Z$ summand if $n+1$ is even and $i=n$. In this case, the obvious map

$$
\mathrm{f}: \quad \Omega^{\mathrm{n}+1}{ }_{\phi^{\Sigma^{\mathrm{n}+1}}} S^{0} \rightarrow K(\mathbb{Z}, \mathrm{n})
$$

is a rational homotopy equivalence with the fundamental class of $K(\mathbb{Z}, n)$ corresponding to the Whitehead product $\left[i_{n+1},{t_{n+1}}\right] \varepsilon \pi_{2 n+1} S^{n+1}$. Hence our calculations (3.14) and the remarks in section 1 about Whitehead products are at least reasonable.
4. The homology of $C_{n+1} \underline{X}, n>0$

We outline the proof of Theorem 3.1. Consider the commutative diagram at the beginning of section 3. Since the composite $\tilde{\eta}_{*} \circ G$ is a monomorphism, it is immediate that $\bar{\eta}_{*}$ is a monomorphism. The crux of the proof of 3.1 is to show that $\bar{\eta}_{夫}$ is an epimorphism. To do this, we require a technical lemma (4.3). Conceptually, this lemma states that $a 11$ homology operations on $\zeta_{n+1}$-spaces derived from the spaces $\zeta_{n+1}(k)$ can be expressed in terms of the operations of Theorems 1.1, 1.2, and 1.3. Succinctly, the homology of $C_{n+1} X$ is built up from $H_{\star} X, H_{\hbar} \zeta_{n+1}(2), H_{H_{~}}\left(B\left(\mathbb{R}^{n+1}, p\right) ; \mathbb{Z}_{p}(q)\right)$, and homological iterations of the structure map of operads, $\gamma_{*}$.

Before proving Theorem 3.1, we require some prefiminary information. Observe that $H_{*} X \otimes \ldots \otimes H_{*} X=\left(H_{*} X\right)^{k}$ hás a basis given by $A \cup B$ where

$$
A=\left\{x \otimes \ldots \otimes x \mid x \text { a homogeneous basis element for } H_{*} X\right\},
$$

and
$B=\left\{x_{1} \otimes \ldots \otimes x_{k} \mid x_{i}\right.$ a homogeneous basis element for $H_{H_{k}} X$,
$x_{i} \neq x_{j}$ if $i \neq j$ for some $i$ and $\left.j\right\}$.
(We do not assume that $k$ is prime.) Clearly, the $\Sigma_{k}$-action on $\left(H_{\star} X\right)^{k}$ induces a permutation action on the set $A \cup B$. Let $C$ be the subset of A U B which consists of one element from each $\Sigma_{k}$-orbit in $A \cup B$. If $x \in C$, we let $B_{x}$ denote the $\mathbb{Z}_{p}$-submodule of $\left(H_{*} X\right)^{k}$ spanned by the $\Sigma_{k}$-orbit of $x$ in $A U B$.

Lemma 4.1. For any space $x, H_{*}\left(\zeta_{n+1}(k) x \Sigma_{k} x^{k}\right)=\bigoplus_{x \in C} H_{*}\left(C_{*} \zeta_{n+1}(k) X_{\Sigma_{k}} B_{x}\right)$.

Let $X^{[k]}$ denote the $k$-fold smash product of $X$.
Lemma 4.2. The quotient map $\pi^{\prime}: \zeta_{n+1}(k) \times \Sigma_{k} x^{k}+\frac{\zeta_{n+1}(k) \times{ }_{\Sigma_{k}} X^{[k]}}{\zeta_{n+1}(k) \times \Sigma_{\Sigma_{k}} *}$
is an epimorphism in $\mathbb{Z}_{\mathrm{p}}$-homology. Furthermore, the kernel of
$\pi_{\#}^{\prime}$ has a $\mathbb{Z}_{p}$-basis consisting of all classes in $H_{*}\left(\zeta_{n+1}(k) \times \Sigma_{k} X^{k}\right)$
of the form $c \otimes x_{1} \otimes \ldots \otimes x_{k}, c \in c_{k} \xi_{n+1}(k)$ and $x_{i}=[0]$ for
some $i$ where [0] denotes the class of the base-point.
The conclusions of the following lema indicate that any operation derived from $\zeta_{n+1}(k)$ on the variable $x_{1} \otimes \ldots \otimes k_{k}$ can be decomposed into (a) a product or Browder operation on classes which involve operations on fewer than $k$ variables or (b) a Dyer-Lashof operation ( $\beta^{\varepsilon} Q^{s}, \beta^{\varepsilon} \xi_{n}$ ) on classes which involve operations on fewer than $k$ variables.

Lemma 4.3. Let $\Delta \otimes x \in H_{*}\left(C_{\hbar} \mathcal{C}_{n+1}(k)\left(X_{L_{k}} B_{x}\right), k>2\right.$. Then there exists some $\Gamma \otimes x$ such that $\Delta \otimes x=\gamma_{\neq}(\Gamma \otimes x)$, where either
(a) $\Gamma \otimes x \in H_{*}\left[C_{*}\left(\zeta_{n+1}(2) \times \zeta_{n+1}\left(i_{1}\right) \times \zeta_{\mathrm{n}+1}\left(i_{2}\right)\right) \otimes \Sigma_{\Sigma_{1} \times \Sigma_{2}} B_{x}\right] \quad$ or
(b) $\Gamma \otimes x \in H_{*}\left[C_{*}\left(\zeta_{n+1}(p) \times \zeta_{n+1}(k / p)^{P}\right) \otimes_{\sum_{p}} \int \Sigma_{k / p} B_{x}\right]$

We prove Lemmas 4.1, 4.2, and 4.3 after the proof of 3.1.

## Proof of 3.1:

Consider the monad ( $C_{n+1}, \mu_{n+1}, \eta_{n+1}$ ) associated to the little cubes operad. We write $\mu$ for the $\zeta_{n+1}$-action on $C_{n+1} X$. By [ $G$; § 13], $C_{n+1} X$ is a filtered space such that the product $*$ and
the $\zeta_{\mathrm{n}+1}{ }^{\text {-action }}{ }^{\mu}{ }_{\mathrm{n}+1}$ restrict to

$$
\begin{aligned}
& *: F_{j} C_{n+1} X \times F_{k} C_{n+1} X+F_{j+k} C_{n+1} X, \text { and } \\
& \mu_{k}: \zeta_{n+1}(k) \times F_{j_{1}} C_{n+1} X \times \ldots \times F_{j_{k}} C_{n+1} X+F_{j} C_{n+1} X \\
& j=j_{1}+\ldots+j_{k} .
\end{aligned}
$$

We define an algebraic filtration of $W_{n} H_{k} X$ which corresponds to the given filtration of $C_{n+1} X$ by giving the image of an element $Q^{I} \otimes \lambda \in R_{n}(q) \otimes L_{q}$ filtration $p^{\ell(I)} w(\lambda)[w(\lambda)$ denotes the weight of $\lambda]$ and requiring $W_{n} H_{*} X$ to be a filtered algebra. Loosely speaking, this filtration is given by the number of variables (not necessarily distinct) required to define the operation $Q^{I} \lambda$.
Transparently $\mathrm{F}_{0} \mathrm{~W}_{\mathrm{n}} \mathrm{H}_{*} \mathrm{X}$ is spanned by the class of the base-point and $\mathrm{F}_{1} \mathrm{~W}_{\mathrm{n}} H_{*} \mathrm{X}=\mathrm{H}_{*} \mathrm{X}$. We observe that $\bar{\eta}_{*}: \mathrm{F}_{\mathrm{k}} \mathrm{W}_{\mathrm{n}} \mathrm{H}_{\star} \mathrm{X} \rightarrow \mathrm{H}_{*} \mathrm{C}_{\mathrm{n}+1} \mathrm{X}$ factors through $H_{*} F_{k} C_{n+1} X$ since every operation involving $Q^{s}, \xi_{n}, \lambda_{n}$, and Pontrjagin products in $\mathrm{F}_{\mathrm{k}} \mathrm{W}_{\mathrm{n}} \mathrm{H}_{*} \mathrm{X}$ has already occurred geometrically in $H_{*} F_{k} C_{n+1} X$. Clearly $H_{*} X=F_{1} W_{n} H_{*} X \rightarrow H_{*} F_{1} C_{n+1} X=H_{*} X \quad$ is an isomorphism. We assume, inductively, that $\bar{\eta}_{*}: F_{j} W_{n} H_{*} X+H_{*} F_{j} C_{n+1} X$ is an isomorphism for $j<k$. Define


We consider the following commutative diagram with exact rows and columns:

$\tilde{n}_{*}$ is a monomorphism since (1) the diagram below commutes, (2) $\bar{\eta}_{*}$ is an isomorphism, and (3) $W_{n} M \rightarrow G W_{n} M$ is a monomorphism.


We define $\Phi$ by commutativity of the right hand square and observe that to show the middle $\bar{\eta}_{*}$ is an isomorphism it suffices, by the five lemma, to show $\Phi$ is an epimorphism.

By lemma 4.2, $\pi_{*}^{\prime}$ is an epimorphism. So we consider the arbitrary class $\Delta \otimes x \in H_{*}\left(C_{*} F_{n+1}(k) \otimes_{L_{k}} B_{x}\right)$ and the following commutative diagrams:

for $i_{1}+i_{2}=k$ and

for $k$ such that $p$ divides $k$.
By Lemma 4.3 $\Delta \otimes x=\gamma_{*}(\Gamma \otimes x)$ for
(a) $\Gamma \otimes x \in H_{*}\left(C_{*}\left(\zeta_{n+1}(2) \times \zeta_{n+1}\left(i_{1}\right) \times \zeta_{n+1}\left(i_{2}\right)\right) \otimes_{\Sigma_{i_{1}} \times \Sigma_{i_{2}}} B_{x}\right) \quad$ or
(b) $P \otimes x \in H_{*}\left(C_{*}\left(\zeta_{n+1}(p) \times \zeta_{n+1}(k / p)^{p}\right) \delta_{\sum_{p}} \int \Sigma_{k / p} B_{x}\right)$. In case (a), the
diagram (i) shows that $\mu_{2 *}(\Delta \otimes x)$ is either $X_{1} * X_{2}$ or $\lambda_{n}\left(X_{1}, X_{2}\right)$.
where $X_{i}$ are classes derived from operations on fewer than $k$ variables. In case (b), the diagram (ii) shows that $\mu_{\mathrm{p} *}(\Delta \otimes x)$ is given by the operations $\beta^{\varepsilon} Q^{s}, \beta^{\varepsilon} \xi_{n}, \lambda_{n}$ and $*$ on a class $X_{3}$ derived from operations on fewer than $k$-variables. (Observe that non-equivariant operations fromil $\zeta_{n+1}(p)$ are giving products of iterated Browder operations by Theorem 12.1.) By our induction hypothesis, $X_{i} \in F_{k_{i}} W_{n} H_{i} X$ for $\mathrm{k}_{1}+\mathrm{k}_{2}=\mathrm{k}$ or $\mathrm{pk}_{3}=\mathrm{k}$. By definition of $\mathrm{W}_{\mathrm{n}} \mathrm{H}_{*} \mathrm{X}$ and the filtration of $W_{n} H_{*} X$, it is apparent that $X_{1} * X_{2}, \lambda_{n}\left(X_{1}, X_{2}\right), \quad \beta^{\varepsilon} Q^{s} X_{3}$, and
$\beta^{\varepsilon_{n}} \xi_{n} X_{3}$ are present in $E_{k}^{0} W_{n} H_{*} X$. Hence $\Phi$ is an epimorphism and we are done.
Proof of Lemm 4.1: By [15; Chap.XI] it is easy to see that $H_{*}\left(\zeta_{n+1}(k) x_{\Sigma_{k}} X^{k}\right)=H_{*}\left(C_{*} \zeta_{n+1}(k) \sum_{\sum_{k}}\left(C_{*} X\right)^{k}\right)$ ). Since we are working over a field, there is a chain homotopy equivalence $i: H_{*} X \rightarrow C_{*} X$ given by mapping a basis element in $H_{A} X$ to a cycle which represents it. Obviously $H_{*}\left(M_{\Sigma_{k}}\left(H_{*} X\right)^{k}\right) \rightarrow H_{*}\left(M_{\sum_{k}}\left(C_{*} X\right)^{k}\right)$ is a homology isomorphism where $M$ is a $\Sigma_{k}$-module. If we let $M=c_{k} \bar{\zeta}_{n+1}(k)$, an easy argument using the spectral sequence of a covering [15] shows that $H_{*}\left(C_{\star} \zeta_{n+1}(k)\left(X_{\Sigma_{k}}\left(C_{*} X\right)^{k}\right)=H_{*}\left(C_{\star} \zeta_{n+1}(k) \otimes_{\sum_{k}}\left(H_{*} X\right)^{k}\right)\right.$. We observe that $\left(H_{*} X\right)^{k}=\oplus_{\operatorname{XEC}} \mathrm{B}_{\mathrm{X}}$ as $\Sigma_{k}$-modules and we are done.
Proof of Lemma 4.2: By [G; §A.4] ( $\mathrm{X}^{\mathrm{k}}, \mathrm{F}$ ) is an equivariant
NDR-pair where $F$ is the subspace of $X^{k}$ given by $\cdot\left\{\left\langle x_{1}, \ldots, x_{k}\right\rangle \mid x_{i}=\right.$ * for some if. Consequently, the inclusion $\zeta_{n+1}(k) x_{\Sigma_{k}} F \rightarrow \zeta_{n+1}(k) x_{\Sigma_{k}} X^{k}$ is a cofibration with cofibre $E_{k}^{0} C_{n+1} X$. Clearly $H_{*}\left(\zeta_{n+1}(k) x_{\Sigma_{k}} F\right)=H_{*}\left(C_{*} \zeta_{n+1}(k) \otimes_{\Sigma_{k}} C_{*} F\right) \quad$ and $H_{*}\left(C_{*} \zeta_{n+1}(k) X_{\sum_{k}} C_{*} F\right)=H_{*}\left(C_{*} \zeta_{n+1}(k) X_{\sum_{k}} H_{*} F\right)$. Visibly, $H_{*} F$ is a $\Sigma_{k}$-submodule of $\oplus_{x \in C} B_{x}$ where each basis element in $H_{*} F$ can be written as $x_{1} \otimes \ldots \otimes x_{k}$ for some $x_{i}=[0]$. We write $\underset{x \in C}{\oplus} B_{x}$ as $H_{*} F \ddagger D$
as $\Sigma_{k}$-module where $D$ has additive basis given by $x_{1} \otimes \ldots \otimes x_{k}$, $x_{i} \neq[0]$. The map

$$
\begin{gathered}
H_{*}\left(C_{*} \zeta_{n+1}(k) \otimes \sum_{\Sigma_{k}} H_{*} F\right) \rightarrow H_{*}\left(C_{*} \zeta_{n+1}(k) \otimes_{\Sigma_{k}} H_{*} F\right) \oplus\left(H_{*} C_{*} \zeta_{n+1}(k) \otimes_{\Sigma_{k}} D\right) \\
=H_{*}\left(C_{*} \zeta_{n+1} \otimes_{\Sigma_{k}}\left(H_{*} X\right)^{k}\right)
\end{gathered}
$$

is a monomorphism. Application of the long exact homology sequence for a cofibration finishes the proof.
Proof of Leima 4.3: Recall that $\alpha_{n+1}: C_{n+1} X \rightarrow \Omega^{n+1} \sum^{n+1} X$ is a weak homotopy equivalence if X is connected [G]. In this case
$\mu_{k k^{*}}\left(\triangle \otimes x_{1} \otimes \ldots \otimes x_{k}\right)$ is certainly given in terms of the operations $\beta^{\varepsilon} Q^{s}$, $\lambda_{n}$, and $*$ on the classes $X_{i}$. By the definition of these operations (see section 5),
$\mu_{k *}\left(\Delta \otimes x_{1} \otimes \ldots \otimes x_{k}\right)=\sum_{r} Q^{I_{I_{\lambda^{\prime}}}}{ }_{i} * \cdots * Q^{I_{s}} \lambda_{I_{r}}$ where the $\lambda_{I_{i}}$ are Browder operations on the variables $x_{1}, \ldots, x_{k}$ and $\sum_{j=1}^{r} p^{\ell\left(I_{j}\right)_{w}\left(\lambda_{I_{j}}\right)=k}$ (w $\left(\lambda_{I_{j}}\right)$ is the weight of $\lambda_{I_{j}}$ ). In particular, we may express $Q^{I_{I_{\lambda^{\prime}}}} * \ldots * Q^{I_{r_{1}}}{I_{r}}$ by $\mu_{2_{*}}\left(\Gamma \otimes x_{1} \otimes \ldots \otimes x_{k}\right)$ or $\mu_{p *}\left(I \otimes x_{1} \otimes \ldots \otimes x_{k}\right)$,
where $\mathrm{r} \otimes \mathrm{x}_{1} \otimes \ldots \otimes \mathrm{x}_{\mathrm{r}}$ has been described in 4.3. By Lemma 4.2, $\left.H_{*}\left(C_{*}\right\}_{n+1}(k) \bigotimes_{\sum_{k}} D\right)+H_{*} E_{k}^{0} C_{n+1} X$ is a monomorphism. (D has a $\mathbb{Z}_{p}$-basis given by $x_{1} \otimes \ldots \otimes x_{k}, x_{i} \neq[0]$. See proof of 4.2). By letting $X=S^{q_{I}} v \ldots v^{q_{k}}, q_{i}>0$, for appropriate $q_{i}$, it is clear that $\gamma_{*}\left(r \otimes x_{1} \otimes \ldots \otimes x_{k}\right)=\Delta \otimes x_{1} \otimes \ldots \otimes x_{k}$ by the obvious vector space considerations.

A direct geometrical proof of Lemma 4.3, without reference to the approximation theorem of [G], should be possible but would be formidably complicated.
5. The cohomology of braid spaces; the definitions of the operations

In the next 7 sections, we calculate

$$
\mathbb{H}^{*}\left(\operatorname{Hom}_{G}\left(C_{*} F\left(\mathbb{R}^{n+1}, p\right) ; \quad \mathbb{Z}_{p}(q)\right), \quad G=\pi_{p} \quad \text { or } \quad \Sigma_{p}\right.
$$

where (1) $F\left(\mathbb{R}^{n+1}, k\right)$ is the classical configuration space of $k$-tuples of distinct points in $\mathbb{R}^{n+1}$,
(2) $\Sigma_{k}$ is the permutation group on $k$ letters,
(3) $\pi_{k}$ is the cyclic group of order $k$,
(4) $C_{*} F\left(R^{n+1}, k\right)$ denotes the singular chains of $F\left(\mathbb{R}^{n+1}, k\right)$,
(5) p is prime, and
(6) $Z_{p}(q)$ is $Z_{p}$ considered as a $\Sigma_{p}$-module with $\Sigma_{p}$-action defined by $\sigma \cdot \mathrm{x}=(-1)^{\mathrm{qs}(\sigma)_{\mathrm{x}}}$, where $(-1)^{s(\sigma)^{\mathrm{p}}}$ is the sign of $\sigma \varepsilon \Sigma_{\mathrm{p}}$. Since the $\Sigma_{p}$-action on $F\left(\mathbb{R}^{n+1}, p\right)$ is proper, we may identify $H^{*}\left(\operatorname{Hom}_{\Sigma_{p}}\left(C_{*} F\left(R^{n+1}, p\right) ; Z_{p}(2 q)\right)\right)$ with $H^{*}\left(B\left(R^{n+1}, p\right) ; Z_{p}\right)$ where $B\left(R^{n+1}, p\right)$ denotes $\frac{F\left(R^{n+1}, p\right)}{\Sigma_{p}}$ [15; Chap IV]. By an abuse of notation we denote $H^{*}\left(\operatorname{Hot}_{\Sigma_{p}}\left(C_{*} F\left(R^{n+1}, p\right) ; Z_{p}(q)\right)\right)$ as $H^{*}\left(B\left(R^{n+1}, p\right) ; Z_{p}(q)\right)$.

Since $\zeta_{n+1}(j)$ has the equivariant homotopy type of $F\left(\mathbb{R}^{n+1}, j\right)$ [ $G ; \S 4]$, each class in $H_{*}\left(B\left(R^{n+1}, p\right) ; Z_{p}(q)\right)$ determines a homology operation on all classes of degree $q$ in the homology of any ( $n+1$ )-fold loop space. We summarize the calculations and define the operations in this section.

The main tool used for calculating $H^{*}\left(B\left(R^{n+1}, p\right) ; Z_{p}(q)\right)$ is the map of fibrations

where $F\left(R^{\infty}, P\right)=\underset{\sim}{\operatorname{Lim}} F\left(R^{n+1}, P\right), B\left(R^{\infty}, P\right)=\frac{F\left(R^{\infty}, P\right)}{\Sigma_{p}}$ and $\hat{f}$ and $f$ are the evident inclusions. Since $F\left(R^{\infty}, P\right)$ is contractible with free $\Sigma_{p}$-action, $B\left(R^{\infty}, p\right)$ is a $K\left(\Sigma_{p}, 1\right)$. The spectral sequence for a covering allows calculation of the desired cohomology classes. Since $H^{*}\left(\Sigma_{p} ; Z_{p}(q)\right)$ plays an important role in our calculations, we now recall the following result.

## Proposition 5.1 [A; p.158].

Let $j: \pi_{p} \rightarrow \Sigma_{p}$ be the inclusion given by a cyclic permutation and consider $j_{*}: H_{*}\left(\pi_{p} ; Z_{p}(q)\right) \rightarrow H_{*}\left(E_{p} ; Z_{p}(q)\right)$, $p$ odd. Then
(i) if $q$ is even, $j_{*}\left(e_{i}\right)=0$ unless $i=2 t(p-1)-\varepsilon, \varepsilon=0,1$;
(ii) if $q$ is odd, $j_{*}\left(e_{i}\right)=0$ unless $i=(2 t+1)(p-1)-\varepsilon, \varepsilon=0,1$;
(iii) if $q$ is even, $H^{*}\left(\Sigma_{p} ; Z_{p}(q)\right)=E[v] \otimes P[\beta v]$ as an algebra,
where $v$ is a class of degree $2(\mathrm{p}-1)-1$; and
(iv) if $q$ is odd, $H^{*}\left(\Sigma_{p} ; Z_{p}(q)\right)$ has the additive basis $\left\{(\beta v)^{s} \beta^{\varepsilon_{v}}\right\}$ where $\mathrm{v}^{\prime}$ is a class of degree $\mathrm{p}-2, \varepsilon=0,1$ and $s \geq 0$.

To facilitate the statement of our results, we recall the definition of "product" in the category of connected $Z_{p}$-algebras. If $A$ and $B$ are connected $Z_{p}$-algebras, their product, denoted $A \pi B$, is defined by $\quad(\mathrm{A} \pi)_{q}=A_{q} \pi B_{q}$ if $q>0$ and $(A \pi B)_{0}=Z_{p}$, with multiplication
specified by $A_{q} \cdot B_{F}=0$ if $q$ and $r>0$, and by requiring the projections $\quad \mathrm{A} \pi \mathrm{B} \rightarrow \mathrm{A}$ and $\mathrm{A} \boldsymbol{A} \mathrm{B} \rightarrow \mathrm{B}$ to be morphisms of connected $z_{p}$-algebras.

The following two theorems summarize our results:
Theorem 5.2. For $p$ an odd prime and $n \geq 1$,

$$
H^{*}\left(B\left(R^{n+1}, p\right) ; Z_{p}\right)=A_{n+1} \pi \quad \text { Imf* } \quad \text { as a connected } \quad Z_{p} \text {-algebra, }
$$

where Ker $f^{*}$ is the ideal of $H^{*}\left(\Sigma_{p} ; \mathbb{Z}_{p}\right)$ which consists of all
elements of degree greater than $n(p-1)$ and, where

$$
A_{n+1}= \begin{cases}E[\alpha] & \text { if } n+1 \text { is even } \\ Z_{p} & \text { if } n+1 \text { is odd }\end{cases}
$$

for a certain element $\alpha$ of degree $n$. Further, the Steenrod operations are trivial on $\alpha$ and $\alpha$ restricts to an element $\bar{\alpha} \varepsilon H^{n} F\left(\mathbb{R}^{n+1}, p\right)$ which is dual to a spherical element in the homology of $F\left(R^{n+1}, p\right)$.

We remark that by proposition 5.1, Imf* is completely known as an algebra over the Steenrod algebra.

Theorem 5.3. For $p$ an odd prime and $a \geq 1$,

$$
H^{*}\left(B\left(R^{n+1}, p\right) ; Z_{p}(2 q+1)\right)=M_{n} \oplus I_{m f}^{*} \text { as a module over } H^{*}\left(\Sigma_{p} ; Z_{p}\right)
$$

where Ker $f^{*}$ is the $H^{*}\left(\Sigma_{p} ; Z_{p}\right)$-submodule of $H^{*}\left(\Sigma_{p} ; \mathbb{Z}_{p}(q)\right)$ generated by all elements of degree greater than $n(p-1)$ and where

$$
M_{n+1}=\left\{\begin{array}{lll}
0 & & \text { if } n+1 \text { is even } \\
Z_{p} \cdot \lambda & \text { if } n+1 \text { is odd }
\end{array}\right.
$$

for a certain element $\lambda$ of degree $\left(\frac{\mathrm{p}-1}{2}\right)$ which restricts to an element $\bar{\lambda} \varepsilon H^{n\left(\frac{p-1}{2}\right)} F\left(\mathbf{R}^{p+1}, p\right)$.

We remark that the statement implies that $\lambda$ is annihilated by all elements of positive degree in $H^{*}\left(\Sigma_{p} ; Z_{p}\right)$.

Theorem 5.4. For $p$ an odd prime and $n \geq 1$,

$$
\left.\mathrm{H}^{\star}\left(\frac{F\left(\mathbb{R}^{\mathrm{n}+1}\right.}{\pi_{\mathrm{p}}}, \mathrm{p}\right), \mathbb{Z}_{\mathrm{p}}\right)=\mathrm{Im}^{\mathbb{E}^{\star}} \pi \mathrm{C} \quad \text { additively }
$$

where Imf* is a subalgebra over the Steenrod algebra and is given by the image of the classifying map $f^{*}: H^{*}\left(B \pi_{p} ; \mathbb{Z}_{p}\right)+H^{*}\left(\frac{F\left(\mathbb{R}^{n+1}, p\right)}{\pi_{p}} ; Z_{p}\right)$, Ker $\mathrm{IF}^{*}$ is the ideal of $\mathrm{H}^{*}\left(B \pi_{p} ; \mathbb{Z}_{\mathrm{p}}\right)$ which consists of all elements of degree greater than $n(p-1)$, and $C$ is a subalgebra of classes in $H *\left(F\left(\mathbb{R}^{n+1}\right) ; \mathbb{Z}_{p}\right)$ which are fixed under $\pi_{p}$. Furthermore $\alpha \cdot \operatorname{Imf*}=\lambda \cdot I_{m *}=0$ where $\alpha$ and $\lambda$ are the images in $H^{*}\left(\frac{F\left(\mathbb{R}^{n+1}, p\right)}{\pi_{p}} ; \mathbb{Z}_{p}\right)$ of the classes specified in Theorems 5.2 and 5.3.

We are deliberately incomplete in our description of $C$ because there are classes in $H *\left(F\left(\mathbb{R}^{n+1}, p\right) ; \mathbb{Z}_{p}\right)$ which are fixed by $\pi_{p}$ but are not in $C$.

For the case $p=2$, we shall prove the following result in The next section

Proposition 5.5. $F\left(R^{n+1}, 2\right)$ has the $\pi_{2}$-equivariant homotopy type of $\mathrm{S}^{\mathrm{n}}$. Consequently $\mathrm{B}\left(\mathrm{R}^{\mathrm{n}+1}, 2\right)$ has the homotopy type of $\mathrm{RP}^{\mathrm{n}}$.

In passing, we note that $B\left(R^{2}, k\right)$ is a $K\left(B_{k}, 1\right)$ where $B_{k}$ is the braid group on $k$ strings as defined by Artin [4] and considered by Fox and Neuwirth [10]. This fact led Fadell and Neuwirth to the name "braid space" for $B(M, k)$.

We dualize the cohomology of the braid space and let $e_{i}$ be the homology basis element dual to the i-dimensional generator in the image of $H *\left(B \Sigma_{p} ; \mathbb{Z}_{p}(q)\right) ; \alpha_{\#}$ and $\lambda_{\#}$ are basis elements dual to $\alpha$ and $\lambda$.

With this notation, we define the operations $Q^{s}$ in the homology of $\zeta_{\mathrm{n}+1}$-spaces precisely as in [A;2.2] (see [I; 1.1]). In addition, we have two more definitions.

## Definition 5.6 .

1. $\xi_{n}(x)=\theta_{\dot{*}}\left(e_{n} \otimes x \otimes x\right)$ if $p=2$, and
2) $\xi_{n}(x)=(-1)^{\frac{n+q}{2}} \gamma(q) \theta_{\dot{n}}\left(e_{n(p-1)} \otimes x^{p}\right)$ and
$\zeta_{n}(x)=(-1)^{\frac{n+q}{2}} \gamma(q) \theta_{*}\left(e_{n(p-1)-1} \otimes x^{p)}\right.$ if $n+q$ is even
$x \in H_{q} X$, and $p>2$, where $\gamma(2 j+\varepsilon)=(-1)^{j}(m!)^{\varepsilon}$ for $j$ an integer and $\varepsilon=0$ or $1, m=\frac{1}{2}(p-1)$.
(The consistency of this definition of $\zeta_{n}(x)$ with that given in Theorem 1.3 will be proven in section 17).

We recall that $\zeta_{n+1}(2)$ has the homotopy type of $s^{n}$ [Prop. 5.5]. Definition 5.7.
$\lambda_{\mathrm{n}}(\mathrm{x}, \mathrm{y})=(-1)^{\mathrm{nq}+1} \theta_{ \pm}(, \otimes \mathrm{x} \otimes \mathrm{y})$ for $\mathrm{x} \varepsilon \mathrm{H}_{\mathrm{q}} \mathrm{X}$ and $\mathrm{y} \varepsilon \mathrm{H}_{\mathrm{r}} \mathrm{X}$,
where $\left(\right.$ is the fundamental class of $\zeta_{n+1}{ }^{(2)}$.

Compare 5.7 with [A; 6.2].
The reader interested in the properties of the operations and willing to accept the results of this section on faith may skip directly to section 12.

We note that Arnold [ 2 and 3] has obtained information on $H^{*} F\left(R^{2}, \mathrm{j}\right)$ and $H^{*} B\left(R^{2}, \mathbf{j}\right)$.
6. The homology of $\mathrm{F}\left(\mathbb{R}^{\mathrm{n}+1}, \mathrm{k}\right)$

The definition and Theorem 6.1 of this section are due to Fadell and Neuwirth [9]. Let $M$ be a manifold and define $F(M, k)$ to be the subspace $\left\{\left\langle x_{1}, \ldots, x_{k}\right\rangle \mid x_{i} \in M, x_{i} \neq x_{j}\right.$ if $\left.i \neq j\right\}$ of $M^{k}$. There is a proper left action of $\Sigma_{k}$ on $F(M, k)$ given by $\rho \cdot\left\langle x_{1}, \ldots, x_{k}\right\rangle=\left\langle{ }_{\rho^{-1}(1)}, \ldots, x_{\rho}{ }^{-1}(k) \quad>\right.$ for $\rho \varepsilon \Sigma_{k}$. Let $B(M, k)$ denote $\frac{F(M, k)}{\Sigma_{k}}$.

## Theorem 6.1. [FadelI and Neuwirth]

Let $M$ be an $n$-dimensional manifold, $n \geq 2$. Let $Q_{0}=\phi$ and let $q_{r}=\left\{q_{1}, \ldots, q_{r}\right\}, 1 \leq r<j$, be a fixed set of distinct points in $M$. Define $\pi_{k}: \quad F\left(M-Q_{r}, k\right) \rightarrow M-Q_{r}$ by $\pi_{k}\left\langle x_{1}, \ldots, x_{k}\right\rangle=x_{1}$. Then $\pi_{k}$ is a fibration with fibre $F\left(M-Q_{r+1}, k-1\right)$ over the point $q_{r+1}$, and, if $k \geq 1, \pi_{k}$ admits a cross-section $\sigma_{k}$.

We now specialize by letting $M=R^{n+1}$ and compute the integral cohomology of $F\left(\mathbb{R}^{n+1}, k\right)$.
Lemma 6.2. Additively, $H * F\left(\mathbb{R}^{n+1}-Q_{r}, k-r\right)=\bigotimes_{j=r}^{k-1} H *\left({ }^{j} S^{n}\right)$ where $j_{S}{ }^{n}$ denotes the wedge of $j$ copies of $s^{n}$.

Proof: For the moment, assume that $\pi_{i}$ has trivial local coefficients for $i \geq 1$. Proceed by downward induction on $r$. If $r=k-1$, $F\left(R^{n+1}-Q_{k-1}, 1\right)=R^{n+1}-Q_{k-1}$; thus assume the result for $r$ and consider the fibration


In the Serre spectral sequence,
$E_{2}^{* *}=H *\left(R^{n+1}-Q_{r-1} ; H^{*} F\left(R^{n+1}-Q_{r}, k-r\right)\right)=H^{*}\left({ }^{r-1} S^{n}\right) \otimes H * F\left(R^{n+1}-Q_{r}, k-r\right)$. By the induction hypothesis, $H * F\left(R^{n+1}-Q_{r}, k-r\right)=\underbrace{n-1}_{j=r} H *\left({ }^{j} S^{n}\right)$, hence all differentials are zero and $\underset{2}{E_{*}^{* *}}=\mathrm{E}_{\infty}^{* *}$. Since $\mathrm{E}_{2}$ is free Abelian, the conclusion follows.

Next, we check the triviality of the local coefficients. For $n>1$, the result is clear. For $n=1$, we need the following lemma.

Lemma 6.3. The fibration $\pi_{r}: F\left(R^{2}-Q_{r}, k-r\right) \rightarrow R^{2}-Q_{r}$ has trivial local coefficients.

Proof: Again the proof is by dowawards induction on $r$. The result is clear for $r=k-1$ and, by Propositions 6.4 and 6.5 , only the cases $r \geq 2$ require checking. Fix $r, 2 \leq r \leq k-2$, and assume the result for $r+1$. Consider the fibration $\pi_{r}: F\left(R^{2}-Q_{r}, k-r\right) \rightarrow R^{2}-Q_{r}$ with fibre $F\left(R^{2}-Q_{r+1}, k_{K-r-1}\right)$. Define a function $\rho_{i}: I \times R^{2}-Q_{r} \rightarrow R^{2}-Q_{r}$
in terms of the following picture where $q_{i}=4(i-1) e_{1}$ and $e_{1}$ is the canonical unit vector ( 1,0 ):


Figure 1. The function $\sigma_{i}$

The function $\rho_{i}$ rotates the 2-disc with center $q_{i}$ contained within the shaded 2 -annulus by an angle $2 \pi t$ at time $t$, fixes the unbounded region outside of the shaded 2-annulus, and appropriately "twists" the shaded 2 annulus, at time $t$, to insure the continuity of $\rho_{i}$. Define $h_{i}(t)=\rho_{i}\left(t, q_{r+1}\right)$; then $h_{i}: I \rightarrow R^{2}-Q_{r}$ is a typical generator of $\pi_{1}\left(R^{2}-Q_{r}, q_{r+1}\right)$. Define a "lift"
$H_{i}: I \times F\left(R^{2}-Q_{r+1}, k-r-1\right) \rightarrow F\left(R^{2}-Q_{r}, k-r\right)$, of $h_{i}$ by
$H_{i}\left(t,\left\langle z_{1}, \ldots, z_{k-r-1}\right\rangle\right)=\left\langle\rho_{i}\left(t, q_{r+1}\right), \rho_{i}\left(t, z_{1}\right), \ldots, \rho_{i}\left(t, z_{k-r-1}\right)\right.$.

[^2]
commutes on the nose.
$E_{i}$ induces a map of fibrations, for $j \geq 0$,

where $\hat{H}_{i j}\left\langle z_{1}, \ldots, z_{k-r-j}\right\rangle=\left\langle\rho_{i}\left(1, z_{1}\right), \ldots, \rho_{i}\left(1, z_{k-r-j}\right)\right\rangle$ and $\bar{H}_{i j}\langle z\rangle=\rho_{i}(I, z)$.

By definition, the local coefficient system for $\pi_{r}$ is trivial
if $\left(H_{i, 1}\right)_{*}=1_{*}$ for all $i$ or, equivalently, $\left(H_{i, 1}\right) *=1^{*}$. We verify that $\left(H_{i, 1}\right)^{*}=1^{*}$ by an argument involving the maps $\bar{H}_{i j}$ and the existence of appropriate cross-sections. First, appealing to the appropriate picture, we see that $\left(\bar{H}_{i j}\right)_{\hbar}=I_{\hbar}$ : Let $\alpha, \beta, \gamma, \delta$ be the depicted generators of $\pi_{1}\left(R^{2}-Q_{r+1}\right.$, $\left.*\right)$ for $*$ outside of the shaded 2-annulus; then the following picture


Figure 2. $\overline{\mathrm{H}}_{\mathrm{ij}}$
represents $H_{i j}$ and shows that (1) $\left(\bar{H}_{i j}\right)_{f k}(\alpha)=\beta \alpha \beta^{-1}$,


Next define cross-sections, $\sigma_{k-r-j}$, such that the following
diagram commutes for $\mathrm{j} \geq 1$ :


Commutativity of this diagram implies the validity of Lemma 6.3 via iterated applications of Lemma 6.2 on the cohomology algebra of $F\left(R^{2}-Q_{r+j}, k-r-j\right)$.

If $i>1$, the cross-section defined by Fadell and Neuwirth suffices. Indeed, let $y_{i}, \ldots, y_{k-r-j-1}$ be $k-r-1-j$ distinct points on the boundary of a ball of radius $\frac{1}{2}$ with center at the origin; then Fadell and Neuwirth define

$$
\sigma_{k-r-j}<z>= \begin{cases}<z,\|z\| y_{1}, \ldots,\|z\| & y_{k-r-j-1} \quad \text { if }\|z\| \geq 1 \\ <z, y_{1}, \ldots, y_{k-r-j-1}> & \text { if }\|z\| \leq 1 .\end{cases}
$$

We check that $\hat{H}_{i j} \sigma_{k-r-j}=\sigma_{k-r-j} \bar{H}_{i j}$ as follows: if $z \leq 1$, then

$$
\begin{aligned}
\sigma_{k-r-j} \bar{H}_{i j}\langle z\rangle & =\sigma_{k-r-j}\left\langle\rho_{i}(1, z)>=\sigma_{k-r-j}<z>\right. \\
& =\left\langle z,\|z\| y_{1}, \ldots,\|z\| y_{k-r-j-1}>\right. \\
& =\hat{H}_{i j} \sigma_{k-r-j}<z>
\end{aligned}
$$

and if $\|z\| \geq 1$, then

$$
\begin{aligned}
\sigma_{k-r-j} \bar{H}_{i j}\langle z> & =\sigma_{k-r-j}\left\langle\rho_{i}(1, z)>\right. \\
& =\left\langle\rho_{i}(1, z), y_{1}, \ldots, y_{k-r-j-1}>\right. \\
& =\hat{H}_{i j} \sigma_{k-r-j}<z>
\end{aligned}
$$

To check the case $i=1$, let $P_{\text {ml }}$ denote some deleted point outside of the shaded 2-annulus (which exists since $r \geq 2$ ). Then define a cross-section, $\sigma_{k-r-j}^{\prime}$, in a manner similar to the above. Let $y_{1}, \ldots, y_{k-r-j-1}$ be $k-r-j-1$ distinct points on the ball of radius $\frac{1}{2}$
center at $P_{m}$, and define

$$
\sigma_{k-r-j}^{\prime}<z>=\left\{\begin{array}{cc}
\left.<z,\left\|z-p_{m}\right\|\left(y_{1}-p_{m}\right)+p_{m}, \ldots,\left\|z-p_{m}\right\|\left(y_{k-r-j-1}-p_{m}\right)+p_{m}\right\rangle \\
<z, y_{1}, \ldots, y_{k-r-j-1}> & \text { if }\left\|z-p_{m}\right\| \leq 1 \\
& \text { if } \| \geq 1
\end{array}\right.
$$

$\sigma_{k-r-j}^{\prime} \bar{H}_{i j}=\hat{H}_{i j} \sigma_{k-r-j}^{\prime}$ is checked as above'and the lemma is proved.
Next we demonstrate some interesting geometric properties of $F\left(R^{n+1}, p\right)$ and $B\left(R^{n+1}, p\right)$.

Proposition 5.5. $F\left(R^{n+1}, 2\right)$ has the $\pi_{2}$-equivariant homotopy type of $S^{n}$. Consequently $B\left(R^{n+1}, 2\right)$ has the homotopy type of $R P^{n}$.

Proof. Define
(1) $\phi: S^{\mathrm{n}} \rightarrow F\left(\mathbb{R}^{\mathrm{n}+1}, 2\right)$ by $\phi\langle\xi\rangle=\langle\xi,-\xi\rangle$,
(2) $\hat{\phi}: R^{n+1}-\{0\} \rightarrow F\left(R^{n+1}, 2\right)$ by $\hat{\phi}\langle z\rangle=\langle z,-z\rangle$, and
(3) $\psi: F\left(R^{n+1}, 2\right) \rightarrow R^{n+1}-\{0\}$ by $\psi\langle x, y>=x-y$.

Clearly $\quad \psi \hat{\phi}\langle x\rangle=2 x$ so $\psi \hat{\phi} \simeq 1$.
Define a homotopy $G: I \times F\left(\mathbb{R}^{n+1}, 2\right) \rightarrow F\left(\mathbb{R}^{n+1}, 2\right)$ from $\phi \psi$ to 1 by the formula $G(t,\langle x, y\rangle)=\langle t x+(1-t)(x-\dot{y}), t y+(1-t)(y-x)\rangle$.
$\phi$ induces a map of fibrations

with $\phi$ given by $\bar{\phi}\{\xi\}=\{\langle\xi,-\xi\rangle\}$. By the long exact homotopy sequence for a fibration, $(\bar{\phi})_{\#}$ is an isomorphism.

Henceforth, we assume that $p$ is an odd prime in our homological calculations. The following two results are parenthetical.

Proposition 6.4. If $M$ is a topological group, $F(M, k)$ is homeomorphic to $M \times F(M-e, k-1)$, where $e$ is the identity of $M$.

Proof. This situation is covered by Fadell and Neuwirth's notion of a "suitable" space, but the proof is amusing:

$$
\begin{aligned}
& \left\langle z_{1}, \ldots, z_{k}\right\rangle \longmapsto\left(z_{1},<z_{2} z_{1}^{-1}, \ldots, z_{k} z_{1}^{-1}>\right) \\
& <z_{1}, y_{2} z_{1}, \ldots, y_{k} z_{1}>+\left(z_{1},<y_{2}, \ldots, y_{2}, \ldots, y_{k}>\right)
\end{aligned}
$$

Proposition 6.5. $F\left(R^{2}-Q_{1}, k\right)$ has the homotopy type of $S^{1} \times F\left(R^{2}-Q_{2}, k-1\right)$. (This fact can be generalized to $\mathbb{R}^{n}$ for $n=4,8$, but seems to be irrelevant.)

Proof. Define $\rho: I \times R^{2}-Q_{1}+R^{2}-Q_{1}$ by rotating $R^{2}-Q_{I}$ about $q_{1}$ through an angle $2 \pi t$ at time $t$. $\rho$ induces maps
$\mathrm{R}: \quad \mathrm{S}^{1} \times \mathrm{F}\left(\mathrm{R}^{2}-\mathrm{Q}_{2}, \mathrm{k}-1\right) \rightarrow \mathrm{F}\left(\mathrm{R}^{2}-\mathrm{Q}_{1}, \mathrm{k}\right)$ and $\hat{\mathrm{R}}: \quad \mathrm{S}^{1} \rightarrow \mathrm{R}^{2}-\mathrm{Q}_{2}$ given by $\left.R\left(\xi,<x_{1}, \ldots, x_{k-1}>\right)=<\rho\left(\xi, q_{2}\right), \rho\left(\xi, x_{1}\right), \ldots, \rho\left(\xi, x_{k-1}\right)\right)$ and
$\hat{\mathrm{R}}(\xi)=\rho\left(\xi, \mathrm{q}_{2}\right)$. Hence R defines a fibre-wise homotopy equivalence:

7. Action of $\Sigma k$ on $H^{*} F\left(\mathbb{R}^{n+1}, k\right)$

The geometric action $\Sigma_{k} \times F\left(R^{n+1}, k\right) \rightarrow F\left(R^{n+1}, k\right)$ induces a $\Sigma_{k}$-module structure on the (integral) cohomology algebra $H^{*} F\left(R^{n+1}, k\right)$. Evaluation of this action allows explicit calculation of the spectral sequence mentioned in section 5.

To determine this action of $\Sigma_{k}$ on $H^{*}\left(F\left(R^{\mathrm{n}+1}, k\right)\right)$, we first calculate the action of a transposition ${ }^{\tau}{ }_{r}=(r, r+1)$ on a basis, $\left\{\alpha_{i j} \mid k-1 \geq i \geq j \geq 1\right\}$, for $H_{\square} F\left(R^{n+1}, k\right)$. Since $H^{*}=\left(H_{A_{*}}\right)$ here, one then passes to the induced action on the dual basis $\left\{\alpha_{i j}^{*} \mid k-1 \geq i \geq j \geq 1\right\}$ for $H^{n} F\left(\mathbb{R}^{n+1}, k\right)$. Since each permutation is induced by a map of spaces the action of a permutation induces an algebra morphism on cohomology and the action of a permutation,
$\tau$, on a product of indecomposables is given by the diagonal map,
$\tau\left(\alpha_{i j}^{*} \alpha_{k m}^{*}\right)=(\underset{i j}{\tau})\left(\tau \alpha_{k m}^{*}\right)$. This information, together with a few technical facts about the product structure in $F\left(R^{\mathrm{n}+1}, \mathrm{k}\right)$, is enough to carry out the calculation of the cohomology of the "braid" space.

Fadell and Neuwirth's work allows us to define a $z$-basis for $H_{n} F\left(R^{n+1}, k\right)$, but a "geometric" change of basis is needed to arrive at the classes, $\alpha_{i j}$, for which the action is easily computed.

We first give the basis arising from Fadell and Neuwirth's work via the cross-sections of Theorem 6.1. We have the map $\sigma_{r}: \quad R^{n+1}-Q_{r} \rightarrow F\left(R^{n+1}-Q_{r}, k-r\right) \subseteq F\left(R^{n+1}, k\right)$ which induces an isomorphism of $H_{n}\left(R^{n+1}-Q_{r}\right)$ onto a direct summand of $H_{n} F\left(R^{n+1}, k\right)$. Let $S^{n}=\left\{\xi \mid \xi \varepsilon R^{n+1}, \quad\|\xi\|=1\right\}$ and $Q_{r}=\left\{q_{1}, \ldots, q_{r}\right\}$ where $q_{i}=4(i-1) e_{1}$, with $e_{1}$ the canonical unit vector, and define $\beta_{r, i}: S^{n} \rightarrow F\left(R^{n+1}, k\right)$ by $\beta_{r, i}\langle\xi\rangle=\left\langle q_{1}, \ldots, q_{r}, \sigma_{r}\left\langle\xi+q_{i}\right\rangle\right\rangle . \beta_{r, i}\langle\xi\rangle=\left\langle q_{1}, \ldots, q_{r}, \quad \xi+q_{i}, y_{1}, \ldots, y_{k-r-1}\right\rangle$. By an abuse of notation, label $\left({ }_{r, i}\right)_{*}$ ( () as $\beta_{r, i}$ where $($ is the fundamental class of $s^{n}$. Clearly $\left\{{ }_{r}{ }_{r, i} \mid k-1 \geq r \geq i \geq 1\right\}$ is a $z$-basis for
$H_{n} F\left(R^{n+1}, k\right)$.
We next define the promised "geometric" change of basis. Let $r \geq i \geq 1$ and let $\alpha_{r, i}: S^{n} \rightarrow F\left(R^{n+1}, k\right)$ be given by $\alpha_{r, i}\langle\xi\rangle=\left\langle q_{1}, \ldots, q_{r}\right.$, $\xi+q_{i}, q_{r+1}, \ldots, q_{k-1}>$. By further abuse of notation, let $\alpha_{r, i}$ denote $\left(\alpha_{r, i}\right)_{*}(1)$.
Lemma 7.1. For $F\left(R^{n+1}, k\right)$,
(1) if $i>1$, then $\left(\beta_{r, i}\right)_{*}=\left(\alpha_{r, i}\right)_{i}$,
(2) if $i=1$, then $\left(\beta_{r, i}\right)_{*}=\left(\alpha_{r, 1}\right)_{*}+\sum_{j=r+1}^{k-1}(-1)^{n+1}\left(\alpha_{j, r+1}\right)_{*}$, and
(3) $\left\{\alpha_{r, i} \mid k-1 \geq r \geq i \geq 1\right\}$ is a $Z$-basis for $H_{n} F\left(R^{n+1}, k\right)$.

Proof: (3) follows from (1) and (2).
(1): There are paths $\gamma_{j}: I \rightarrow R^{n+1}$ such that $\gamma_{j}(0)=y_{j}, \gamma_{j}(1)=q_{r+j}$,
$\left\|\gamma_{j}(t)-q_{\ell}\right\|>1$ if $1<\ell \leq r$ and image $\gamma_{i} \cap$ image $\quad \gamma_{j}=\phi$ if $i \neq j$.
Let $H: \quad I \times S^{n} \rightarrow F\left(R^{n+1}, k\right)$ be given by $H\langle t, \xi\rangle=\left\langle p_{1}, \ldots, p_{r}, \quad \xi+p_{i}\right.$, $\gamma_{1}(t), \ldots, \gamma_{k-r-1}(t)>$. H yields a homotopy between $\alpha_{r, i}$ and $\beta_{r, i}$ for i>1. (2): Define an embedding $I_{r}: S^{n} \rightarrow R^{n+1}-Q_{k-1}$ whose image is given by the following picture:


Figure 3. Embedding of $s^{n}$ in $R^{n+1}-Q_{k-1}$

Let $v_{i}: S^{n} \rightarrow R^{n+1}-Q_{k-1}$ be given by $v_{i}\langle\xi\rangle=\xi+q_{i}$.
Subdividing the $(n+1)$-disc enclosed by the image of $I_{r}$, we have

$$
\left(I_{r}\right)_{*}=\left(v_{1}\right)_{*}+\sum_{j=r+1}^{k-1}\left(v_{j}^{*}\right)_{*}
$$

Define $G: \quad R^{n+1}-Q_{k-1}+F\left(R^{n+1}, k\right)$ by

$$
\begin{aligned}
& G<x\rangle=\left\langle q_{1}, \ldots, q_{r}, x, q_{r+1}, \ldots, q_{k-1}\right\rangle \text {. Notice that } \\
& G \cdot I_{r}\langle\xi\rangle=\left\langle q_{1}, \ldots, q_{r}, I_{r} \xi, q_{r+1}, \ldots, q_{k-1}\right\rangle
\end{aligned}
$$

and $\beta_{r, 1}\langle\xi\rangle=\left\langle q_{1}, \ldots, q_{r}, \xi^{+q_{1}}, y_{1}, \ldots, y_{k-r-1}\right\rangle$. Using the paths of part
(1) and "stretching" the unit sphere centered at the origin, we obtain a
homotopy between $\beta_{r, 1}$ and $G \cdot I_{r}$. But $G \cdot v_{1}=\alpha_{k, 1}$. If $j \geq r+1$, define
a homotopy $\mathrm{H}: \mathrm{S}^{\mathrm{n}} \times \mathrm{I} \rightarrow \mathrm{F}\left(\mathrm{R}^{\mathrm{n}+1}, \mathrm{k}\right)$ by
$H\langle\xi, t\rangle=\left\langle q_{1}, \ldots, q_{r}, q_{j}+(1-t) \xi, q_{r+1}, \ldots, q_{j}-t \xi, q_{j+1}, \ldots, q_{k-1}\right\rangle$. Then
clearly $\left(G \cdot \nu_{j}\right)_{*}=(-1)^{n+1}\left(\alpha_{j, r+1}\right)_{*}$. Hence
$\left(\beta_{r, 1}\right)_{*}=\left(G \cdot I_{r}\right)_{*}=G_{*}\left[\left(v_{1}\right)_{*}+\sum_{j=r+1}^{k-1}\left(v_{i}\right)_{*}\right]=\left(\alpha_{r, 1}\right)_{*}+\sum_{j=r+1}^{k-1}(-1)^{n+1}\left(\alpha_{j, r+1}\right)_{*}$,
and the lemma is proved.
We can now easily determine the action of $\tau_{r}$ on $\left\{\alpha_{i} ; j \mid k-1 \geq i \geq j \geq 1\right\}$.
Proposition 7.2. For $F\left(\mathrm{R}^{\mathrm{n}+1}, k\right)$,
(1) $\tau_{r}{ }_{r}{ }_{r-1, j}=\alpha_{r, j}$, hence $\tau_{r}{ }^{\alpha} r_{r, j}=\alpha_{r-1, j}$ if $j<r$,
(2) $\tau_{r} \alpha_{i, r+1}=\alpha_{i, r}$, hence $\tau_{r} \alpha_{i, r}=\alpha_{i, r+1}$ if i>r,
(3) $\tau_{r} \alpha_{r, r}=(-1)^{n+1_{\alpha_{r, r}}}$, and
(4) $\tau_{r} \alpha_{i j}=\alpha_{i j}$ otherwise.

Proof:

$$
\text { (1): } \begin{aligned}
\tau_{r}^{\alpha} r-1, j
\end{aligned}\langle\xi\rangle=\tau_{r}\left\langle q_{1}, \ldots, q_{j}, \ldots, q_{r-1}, \xi+q_{j}, q_{r}, \ldots\right\rangle, \begin{aligned}
& \\
& \\
&
\end{aligned} \quad\left\langle q_{1}, \ldots, q_{j}, \ldots, q_{r-1}, q_{r}, \xi+q_{j}, \ldots\right\rangle
$$

$$
=\alpha_{r, j}\langle\xi\rangle .
$$

(2): $\tau_{r} \alpha_{i, r+1}\langle\xi\rangle=\tau_{r}\left\langle q_{1}, \ldots, q_{r}, q_{r+1}, \ldots, q_{i}, \quad \xi+q_{r+1}, q_{i+1}, \ldots, q_{k-1}\right\rangle$ $=\left\langle q_{1}, \ldots, q_{r+1}, q_{r}, \ldots, q_{i}, \xi^{+q_{r+1}}, q_{i+1}, \ldots, q_{k-1}\right\rangle$. So ${ }^{T} \alpha_{i, r+1}$ is homotopic to $\alpha_{i, r}$.
(3): $\tau_{r} \alpha_{r, r}<\xi>=\tau_{r}<q_{1}, \ldots, q_{r}, \quad \xi+q_{r}, q_{r+1}, \ldots, q_{k-1}>$

$$
=\left\langle q_{1}, \ldots, \xi+q_{r}, q_{r}, q_{r+1}, \ldots\right\rangle
$$

Define a homotopy $H: I \times S^{n} \rightarrow F\left(R^{n+1}, k\right)$ by
$H\langle t, \xi\rangle=\left\langle q_{1}, \ldots, q_{r-1}, q_{r}+(1-t) \xi, q_{r}-t \xi,\left\langle q_{r+1}, \ldots\right\rangle\right.$. dence $\tau_{r}\left(\alpha_{r, r}\right)_{*}$ equals $(-1)^{n+1}\left(\alpha_{r, r}\right)_{夫}$.
(4): $\tau_{r}{ }^{\alpha}{ }_{i j}\langle\xi\rangle=\tau_{r}\left\langle q_{1}, \ldots, q_{j}, \ldots, q_{i}, \xi+q_{j}, q_{i+1}, \ldots\right\rangle$. So $\tau_{r} \alpha_{i j}$ is homotopic to $\alpha_{i j}$ if $j \neq r, r+1$ and $i \neq r, r-1$.

A technical result useful for later calculations is

Lemma 7.3. Let $\rho \varepsilon \Sigma_{k}$ be such that $\rho(2 i+1)=m, \rho(2 i+2)=\ell$, where $m \neq 2 i+1,2 i+2$. Then, for $F\left(\mathbb{R}^{n+1}, k\right)$,

$$
\rho \alpha_{2 i+1,2 i+1}= \begin{cases}(-1)^{n+1} \alpha_{m-1, \ell} & \text { if } m>\ell \\ \alpha_{\ell-1, \text { mi }} & \text { if } \ell>m\end{cases}
$$

Proof: Immediate from the proofs in proposition 7.2 and the definition of $\alpha_{i j}$.

Let $\alpha_{i j}^{*}$ be the dual of $\alpha_{i j}$ with induced left $\Sigma_{k}$-action given by $\left(\tau \alpha^{*}\right)(\beta)=\alpha^{*}\left(\tau^{-1} \beta\right)$ for $\tau \varepsilon \Sigma_{k}$. By inspection, we have

Corollary 7.4. For $F\left(R^{\mathrm{n}+1}, \mathrm{k}\right)$,
(1) ${ }_{\tau_{r}} \alpha_{r-1, j}^{*}=\alpha_{r, j}^{*}$, hence $\tau_{r}{ }^{\alpha_{r, j}^{*}}=\alpha_{r-1, j}^{*}$ if $j<r$,
(2) $\tau_{r} \alpha_{i, r+1}^{*}=\alpha_{i, r}^{*}$, hence $\tau_{r} \alpha_{i, r}^{*}=\alpha_{i, r+1}^{*}$ if $\quad i>r$,
(3) $\tau_{r} \alpha_{r r}^{*}=(-1)^{n+1} \alpha_{\alpha_{r r}^{*}}^{*}$ and
(4) $\tau_{r} \alpha_{i j}^{*}=\alpha_{i j}^{*}$ otherwise.

An extremely useful result for later calculations is the action of
$\sigma=\tau_{1} 0 \ldots \circ \tau_{k-1}$, a permutation of order $k$, on the indecomposable-elements $\alpha_{i j}^{k}$.

Corollary 7.5. For $F\left(R^{\mathrm{n}+1}, \mathrm{k}\right)$,
(1) $\sigma \alpha_{i j}^{*}=\alpha_{i+1, j+1}^{*}$ if $i<k-1$, and
(2) $\sigma \alpha_{k-1, j}^{*}=(-1)^{n+1} \alpha_{j, 1}^{*}$.

Proof:
(1): let $k-1>i \geq j \geq 1$; then

$$
\begin{aligned}
\tau_{1} \circ \ldots \circ \tau_{k-1} \alpha_{i j}^{*} & =\tau_{1} \circ \ldots \circ \tau_{i+1} \alpha_{i j}^{*} \\
& =\tau_{1} \circ \ldots \circ \tau_{1} \alpha_{i+1, j}^{*} \\
& =\tau_{1} \circ \ldots \circ \tau_{j} \alpha_{i+1, j}^{*} \\
& =\tau_{1} \circ \ldots \circ \circ \tau_{j-1} \alpha_{i+1, j+1}^{*} \\
& =\alpha_{i+1, j+1}^{*}
\end{aligned}
$$

(2): Let $k-1=i>j \geq 1$, then

$$
\begin{aligned}
\tau_{1} \circ \ldots \circ \tau_{k-1} \alpha_{k-1, j}^{*} & =\tau_{1} \circ \ldots 0{ }^{\tau_{k-2}}{ }^{\alpha_{k-2, j}^{*}} \\
& =\tau_{1} \circ \ldots \circ \tau_{j+1} \alpha_{j+1, j}^{*} \\
& =\tau_{1} \circ \ldots \circ \tau_{j} \alpha_{j j}^{*} \\
& =(-1)^{n+1} \tau_{1} \circ \ldots \circ \circ \tau_{j-1} \alpha_{j, j}^{*}
\end{aligned}
$$

$$
\begin{aligned}
& =(-1)^{n+1} \tau_{1} \circ \cdots \circ \tau_{j-1} \alpha_{j, j-1}^{*} \\
& =(-1)^{n+1} \alpha_{j, 1}^{*}
\end{aligned}
$$

Finally, we obtain the information about products required to carry out the details of computation in the next section.

Lemma 7.6. The following set is a $z$-basis for $H^{\ln }\left(R^{n+1}, k\right)$, where $1 \leq \ell \leq k-1$ :

$$
\left\{\alpha_{i_{1}, j_{1}}^{*} \cdots \alpha_{i_{\ell}, j_{\ell}}^{*} \mid 1 \leq i_{1}<\ldots<i_{\ell} \leq k-I\right\}
$$

Proof: By a slight modification of the proof of Lema 6.2, a basis for $\mathrm{E}_{\mathrm{r}, \mathrm{s}}^{2}, \mathrm{r}+\mathrm{s}=\ln$, is given by

$$
\left\{\beta_{i_{1}, j_{1}} \otimes \cdots \otimes \beta_{i_{\ell}, j_{\ell}} \mid 1 \leq i_{1}<\ldots<i_{\ell} \leq k-1\right\} .
$$

By Lemma 7.1, $\beta_{i, j}=\alpha_{i, j}$ for $j>1$ and

$$
\beta_{i, 1}=\alpha_{i, 1}+\sum_{j=i+1}^{k-1}(-1)^{n+1} \alpha_{j, i+1}
$$

Consequently $\left\{\alpha_{i_{1}}^{*}, j_{1} \otimes \ldots \otimes \alpha_{i_{\ell}, j_{\ell}^{\prime}}^{*} \mid 1 \leq i_{1}<\ldots<i_{\ell} \leq k-1\right\}$ is a basis for $E_{2}^{r, s}, r+s=\ln$. Since the Serre spectral sequence is a spectral sequence of algebras, the result follows.

Lemma 7.7. For $F\left(R^{n+1}, k\right)$
(1) $\left(\alpha_{i j}^{*}\right)^{2}=0$, and
(2) $\alpha_{i j}^{*} \alpha_{i k}^{*}=-\alpha_{k-1, j}^{*}\left(\alpha_{i j}^{*}-\alpha_{i k}^{*}\right)$ for $j<k$.

Proof: By equivariance, it suffices to check that (1) $\left(\alpha_{11}^{*}\right)^{2}=0$, and (2) $\alpha_{21}^{*} \alpha_{22}^{*}=-\alpha_{11}^{*}\left(\alpha_{21}^{*}-\alpha_{22}^{*}\right)$.

For (1), note that the following diagram is commutative

where $\hat{\alpha}_{11}\langle\xi\rangle=\left\langle\xi+q_{1}, q_{2}, \ldots, q_{k-1}\right\rangle \quad$ and $\bar{\alpha}_{11}\langle\xi\rangle=\xi+q_{1}$. Let ${ }^{*}$ denote the fundamental class of $\mathbb{R}^{n+1}-Q_{1}$ in cohomology. Further, let $\tilde{\alpha}_{i j}: \quad s^{n} \rightarrow F\left(\mathbb{R}^{n+1}-Q_{1}, k_{1}\right)$ be given by the formula $\tilde{\alpha}_{i j}(\xi)=\left\langle q_{2}, \ldots, q_{j}, \ldots, q_{i}, \xi+q_{j}, q_{i+1}, \ldots, q_{k-1}\right\rangle$. Evident1y,

$$
\pi_{k-1}^{*}\left(l^{*}\right)\left(\tilde{\alpha}_{i j}(0)\right)=i^{*}\left(\pi_{k-1 *} \tilde{\alpha}_{i j}(u)\right)=\left\{\begin{array}{lll}
1 & \text { if } & i=1 \\
0 & \text { if } & i \quad \text { or } j \neq 1
\end{array}\right.
$$

Hence $\pi_{k-1}^{*}\left(l^{*}\right)=\alpha_{11}^{*}$; consequently, $\left(\alpha_{11}^{*}\right)^{2}$ is zero.
For (2), consider the map $\pi_{k-2}: F\left(R^{n+1}-Q_{2}, k-2\right) \rightarrow R^{n+1}-Q_{2}$. Let $\gamma_{2 i}^{*}=\pi_{k-2}^{*}\left(\hat{\gamma}_{2 i}^{*}\right)$ where $\hat{\gamma}_{21}^{*} \in H^{*}\left(R^{n+1}-Q_{2}\right)$ is such that $\left(\hat{\gamma}_{2 i}^{*}\right)^{2}=0$ and $\hat{\gamma}_{21}^{*} \hat{\gamma}_{22}^{*}=0$. Under the inclusion $F\left(R^{n+1}-Q_{2}, k-2\right) \subseteq F\left(R^{n+1}, k\right), \quad \alpha_{2 i}^{*}$ restricts to $\gamma_{2 i}^{*}$ in $H^{*} F\left(R^{n+1}-Q_{2}, k-2\right)$ in view of the commutative diagram

where $\hat{\alpha}_{2, i}\langle\xi\rangle=\left\langle\xi+q_{i}, q_{3}, \ldots, q_{k-1}\right\rangle$ and

$$
\bar{\alpha}_{2, i}\langle\xi\rangle=\xi+q_{i} .
$$

Consequently, $\alpha_{21}^{*} \alpha_{22}^{*}$ restricts to zero in $H^{*} F\left(R^{n+1}-Q_{2}, k-2\right)$ and must lie in the principal ideal generated by $\alpha_{11}^{*}$. So $\alpha_{21}^{*} \alpha_{22}^{*}=\sum_{i>1} X_{i j} \alpha_{11}^{*} \alpha_{i j}^{*}$ for some constants $X_{i j}$ by Lemma 7.6. Applying $T_{1}$ to both sides and quoting Lemma 7.5, we find

$$
\alpha_{21}^{*} \alpha_{22}^{*}=\sum_{i>1} X_{i 1}\left[\alpha_{11}^{*} \alpha_{i, 1}^{*}-\alpha_{11}^{*} \alpha_{i, 2}^{*}\right]
$$

because $X_{i 1}=-X_{i 2}$ and $X_{i j}=0$ if $j>2$.

Applying $\tau_{2}$ to both sides and again quoting Lemma 7.5 and 7.6, we find $x_{i j}=0$ if $i>2$ and $x_{21}=-1$. So $\alpha_{21}^{*} \alpha_{22}^{*}=-\alpha_{11}^{*}\left[\alpha_{21}^{*}-\alpha_{22}^{*}\right]$ and the result follows.
Proposition 7.8. The Steenrod operations are trivial on $H^{*}\left(F\left(\mathbb{R}^{n+1}, j\right) ; \mathbb{Z}_{p}\right)$. Proof: By the proof of Lemma 7.7(1), $\pi_{k-1}^{*}(\mathcal{Q})=\alpha_{11}^{*}$. Hence the Steenrod operations are trivial on $\alpha_{11}^{*}$. By equivariance and the internal Cartan formula, the Steenrod operations are trivial on any monomial in the $\alpha_{i j}^{*}$.
8. The spectral sequence

To calculate $H^{*}\left(\operatorname{Hom}_{2}\left(C_{*} F\left(R^{n+1}, p\right) ; z_{p}(q)\right)\right)$, we use the spectral sequence for a covering [7; p.335]: let $G$ be a group, $M$ a G-module, and $X$ a space on which $G$ acts properly. Then there is a spectral sequence such that $E_{2}^{* *}=H^{*}\left(G ; H^{*}(X ; M)\right)$ and $\left\{E_{r}\right\}$ converges to $H^{* *}\left(\operatorname{Hom}_{G}\left(C_{x} X ; M\right)\right)$. Furthermore, if $M \otimes M^{\prime} \rightarrow M^{\prime \prime}$ is a pairing of $G$-modules, with $M \otimes M^{\prime}$ given diagonal $G$-operators, there is a cup product pairing $E_{r} \otimes_{r}^{r} \rightarrow E^{\prime \prime}$ of the associated spectral sequences. In our calculation, ${ }^{\circ} G=\Sigma_{p}, X=F\left(R^{n+1}, p\right)$, and $M=Z_{p}(q)$ as defined in section 5. The $\Sigma_{\mathrm{p}}$-module structure of $\mathrm{H}^{*} \mathrm{~F}\left(\mathrm{R}^{\mathrm{n}^{+1}}, \mathrm{p}\right)$ has been identified in section 7 .

Instead of attempting to evaluate $E_{2}^{* *}$ directly, where $\left\{E_{r}\right\}$ is the spectral sequence such that $E_{2}^{* *}=H^{*}\left(\sum_{p} ; H^{*}\left(F\left(R^{n+1}, p\right) ; Z_{p}(q)\right)\right)$ and $E_{r}$ converges to $H^{\left(\operatorname{Hog}_{\Sigma}\right.}\left(C_{k} F\left(R^{n+1}, p\right) ; Z_{p}(q)\right)$, we study $E_{2}^{\prime * *}$, where $E_{2}^{\prime}$ is the spectral sequence obtained by replacing $\Sigma_{p}$ by $\pi_{p}$, the cyclic group of order $p$. Then the restriction $i\left(\pi_{p}: \Sigma_{p}\right): \pi_{p}+\Sigma_{p}$ induces a morphism of spectral sequences, which, by the following theorem, is a monomorphism on the $\mathrm{E}_{2}$-level.

Theorem 8.1 [7; p.259] Let $A$ be a G-module and $p$ a prime. Let $\hat{H}(F, A, P)$ denote the p-primary component of $\hat{H}(G, A)$ and let $\pi_{p}$ be a p-Sylow subgroup of $G$; then

$$
i^{*}\left(\pi_{p}: \Sigma_{p}\right): \hat{H}(G ; A, p) \rightarrow \hat{H}\left(\pi_{p}, A\right) \text { is a monomorphism. }
$$

Since Tate cohomology agrees with ordinary cohomology in positive
degrees, Theorem 8.1 obviously applies to the map $\mathrm{E}_{2}^{\mathrm{r}, *} \longrightarrow \mathrm{E}_{2}^{\mathrm{r}, *}$ for
$r>0$. The case $r=0$ is obvious.
We can now immediately identify almost all of $E_{2}$ and $E_{2}^{\prime}$ by the Vanishing Theorem:

Theorem 8.2. [Vanishing Theorem] In the spectral sequences $\left\{\mathrm{E}_{\mathrm{r}}\right\}$ and $\left\{E_{r}^{\prime}\right\}$ for $F\left(R^{n+1}, p\right), E_{2}^{t s, t}=E_{2}^{s, t}=0$ for $s>0$ and $0<t<n(p-1)$.

The proof of this theorem is held in abeyance until section 10.
Since $H^{q} F\left(R^{n+1}, p\right)=0$ for $q>n(p-1)$, we obviously have $E_{2}^{s, t}=E_{2}^{s, t}=0$ if $s>0$ and $t>n(p-1)$. Combining this fact with the Vanishing Theorem, we see that the only possible non-trivial differentials in $\left\{\mathrm{E}_{\mathrm{r}}\right\}$ are
(1) $d_{r}: E_{r}^{0, r-1}+E_{r}^{r, 0}$ for $r \leq n(p-1)+1$, and
(2) $d_{n(p-1)+1}: E_{{ }_{n(p-1)+1}^{s, n(p-1)}} \rightarrow E_{n(p-1)+1}^{s+n(p-1)+1,0}$.

Comparing (1) and (2), we see that
(3) $\mathrm{E}_{2}^{\mathrm{s}, \mathrm{t}}=\mathrm{E}_{\mathrm{n}(\mathrm{p}-1)+1}^{\mathrm{s}, \mathrm{t}}$ unless $\mathrm{s}=0, \mathrm{t}=0$, and $\mathrm{s}<\mathrm{n}(\mathrm{p}-1)+1$;
(4) $\mathrm{E}_{\mathrm{n}(\mathrm{p}-1)+2}^{\mathrm{s}, \mathrm{t}}=\mathrm{E}_{\infty}^{\mathrm{s}, \mathrm{t}}$ for all s and t .

But since $F\left(R^{n+1}, p\right)$ and $\frac{F\left(R^{n+1}, p\right)}{\Sigma_{p}}$ are $p(n+1)$-dimensional manifolds, no classes of total degree greater than $p(n+1)$ can survive to $E_{\infty}$. Hence for $s+n(p-1)>p(n+1)$ the differentials, (2), must be vector space isomorphisms. Of course, these formulas and remarks are also valid with $\left\{E_{r}\right\}$ replaced by. $\left\{E_{r}^{\prime}\right\}$.

Recalling that $H^{*}\left(\pi_{p} ; Z_{p}\right)=E[u] \otimes P[\beta u]$, where $u$ is a class of degree 1 , and recalling Proposition 5.1, we see from (4) that
(5) $E_{2}^{\prime s, n(p-1)}=Z_{p}$ for $s+n(p-1)>p(n+1)$
(6) $E_{2}^{s, n(p-1)}=Z_{p}$ for $s+n(p-1)>p(n+1)$, and

$$
s+n(p-1)+1= \begin{cases}2 j(p-1)-\varepsilon & q \text { even, } \varepsilon=0,1 \\ (2 j+1)(p-1)-\varepsilon & q \text { odd, } \varepsilon=0,1\end{cases}
$$

To determine the classes for $s+(p-1) \leq p(n+1)$, define the $p$-period of a group $G$ to be $q$ if $\hat{H}^{i}(G, A)$ and $\hat{H}^{i+q}(G, A)$ have isomorphic p-primary components for all $i$ and for all $A$. It is well known that $\pi_{p}$ has period 2 and that the periodicity isomorphism is given by cup product with $\beta u ; \Sigma_{p}$ has p-period $2(p-1)$ by Swan's theorem:

Theorem 8.3. [23] Suppose $p$ is odd and the $p$-Sylow subgroup of $\pi$ is cyclic. Let $\pi_{p}$ be a $p$-Sylow subgroup and let $\Phi_{p}$ be the group of automorphisms of $\pi_{p}$ induced by inner automorphisms of $\pi$. Then the p-period of $\pi$ is twice the order of $\Phi_{p}$.

When specialized to our cyclic group $\pi_{p}$ and to $\Sigma_{p}$, Theorem 8.3 can be expressed in the following explicit form:

Theorem 8.4. For any $\pi_{p}$-module $M$, let $\quad \beta u: \quad H^{s}\left(\pi_{p} ; M\right) \rightarrow H^{s+2}\left(\pi_{p} ; M\right)$ be given by cup product with $\beta_{u} \varepsilon H^{2}\left(\pi_{p} ; z_{p}\right)$. Then $\beta_{u}$ is an isomorphism for all $s>0$. For any $\Sigma_{p}$-module $N$, let $\beta v: H^{s}\left(\Sigma_{p} ; N\right) \rightarrow H^{s+2(p-1)}\left(\Sigma_{p} ; N\right)$ be given by the cup product with $\beta v \varepsilon H^{2(p-1)}\left(\Sigma_{p} ; Z_{p}\right)$. Then $\beta v$ is an : isomorphism for all $\mathrm{s}>0$.

In short, formulas (5) and (6) remain valid for all $s>0$.
Let $\alpha_{I}^{*}=\alpha_{11}^{*} \alpha_{33}^{*} \cdots \alpha_{2 i+1,2 i+1}^{*} \cdots \alpha_{p-2, \dot{p}-2}^{*}$ and $H$ denote the
subgroup of elements of $\Sigma_{p}$ which fix, up to sign, the class $\alpha_{\mathrm{I}}^{*}$. Let $\mu_{1} H, \ldots, \mu_{r} H, r=\left[\Sigma_{p}: H\right]$, be the left cosets of $H$ in $\Sigma_{p}$. With this notation, we state the following theorem which will be proven in section 9 and will complete the additive determination of $\mathrm{E}_{2}^{* *}$ :

Theorem 8.5. In the spectral sequence $\left\{E_{r}\right\}$ for $F\left(R^{n+1}, p\right), E_{2}^{0, *}$ is given as follows, as an algebra if $q$ is even:

$$
\text { if } p>3, E_{2}^{0, *}= \begin{cases}E[\alpha] & n+1 \text { is even, } q \text { is even } \\ Z_{p} & n+1 \text { is odd, } q \text { is even } \\ 0 & n+1 \text { is even, } q \text { is odd } \\ Z_{p} \cdot \bar{\lambda} & n+1 \text { is odd, } q \text { is odd }\end{cases}
$$

$$
\text { if } p=3, E_{2}^{0, *}= \begin{cases}\frac{E[\alpha] \otimes \frac{P[\delta]}{\left(\delta^{2}\right)}}{(\alpha \cdot \delta)} & n+1 \text { is even, } q \text { is even } \\ Z_{3} & n+1 \text { is odd, } q \text { is even } \\ 0 & n+1 \text { is even, } q \text { is odd } \\ Z_{3} \cdot \bar{\lambda} \oplus \mathbb{Z}_{3} \cdot \delta & n+1 \text { is odd, } q \text { is odd }\end{cases}
$$

where $\bar{\alpha}=\sum_{p-1 \geq i>j \geq 1} \alpha_{i j}^{*} \in H^{n} F\left(\mathbb{R}^{n+1}, p\right)$

$$
\bar{\lambda}=\sum_{i=1}^{r}\left(\operatorname{sign} \mu_{i}\right) \mu_{i}\left(\alpha_{I}^{*}\right) \varepsilon H^{n\left(\frac{p-1}{2}\right)} F\left(\mathbb{R}^{n+1}, p\right)
$$

and if $p=3, \delta=\alpha_{11}^{*} \alpha_{21}^{*}+\alpha_{11}^{*} \alpha_{22}^{*}$. Furthermore, if $\delta$ is considered as a fixed point of the $\pi_{3}$-module $H^{2 n_{F}}\left(\mathbb{R}{ }^{n+1}, 3\right)$, then $(\beta u)^{j} \cdot \delta$ represents the non-zero class in $H^{2 j}\left(\pi_{3} ; H^{2 n}\left(F\left(\mathbb{R}{ }^{n+1}, 3\right) ; \mathbb{Z}_{3}\right)\right.$ ) for $j>0$.

Having determined $E_{2}^{* *}$ additively, we proceed to exhibit the differentials. We have $E_{2}^{*, 0}=H^{*}\left(E_{p} ; Z_{p}(q)\right)$ and $E_{2}^{* *, 0}=H^{*}\left(\pi_{p} ; Z_{p}\right)$. If $q$ is even, the classes $(\beta v)^{S_{B} E_{v}}$ form a $Z_{p}$-basis for $E_{2}^{*}, 0$ in positive degrees; if $q$ is odd, the classes $(\beta v)^{s_{\beta} \varepsilon^{\varepsilon}} v^{\prime}$ form such a basis (deg $v^{\prime}=p-2$ ).
The classes $(\beta u)^{s_{\beta}} \varepsilon_{u}$ form a basis for $E_{2}^{\prime *, 0}$. We first note that the only possible non-trivial differential on $\bar{\alpha}$ is $d_{n+1}$. But $d_{n+1}{ }^{\alpha}$ must be zero since $\beta_{u} \cdot \bar{\alpha}=\beta v^{\cdot} \bar{\alpha}=0$ by the vanishing theorem. A similar argument shows that $d_{i} \bar{\lambda}=0$ for all i. To consider the other possible non-trivial differentials, let $G$ ambiguously denote $\pi_{p}$ or $\Sigma_{p}$ and let $x_{s}$ denote the basis element for $E_{2}^{s, n(p-1)}$ or $E_{2}^{s, n(p-1)}$ determined by (2) and periodicity. Explicitly if $m$ 'is the p-period of $G$, then, in (2), set $s=i m+j$ for $i \leq 0,1 \leq j \leq m$. The differentials, (2), are isomorphisms for $s$ sufficiently large. We read off the answer for $i=0$ from the answer for $i$ large: For $G=\Sigma_{p}$,

$$
d_{n(p-1)+1} x_{s}= \begin{cases}(\beta v)^{i_{\beta} \varepsilon_{v}} & \text { for } q \text { even and } \\ & s=(2 i-n+2)(p-1)+\varepsilon-2 \\ (\beta v)^{i_{\beta} \varepsilon_{v}}{ }^{\prime} & \text { for } q \text { odd and } \\ & s=(2 i-n+1)(p-1)+\varepsilon-2 .\end{cases}
$$

The case $s=0$ requires some comment. By Theorem 8.5, when $p=3$ and $n+q+1$ is even, there is a possible non-trivial differential

$$
d_{2 n+1}: E_{2 n+1}^{0,2 n} \longrightarrow E_{2 n+1}^{2 n-1,0}
$$

The periodicity theorem as stated cannot be directly applied to $\mathrm{E}_{2}^{0,2 \mathrm{n}}$. So we consider $E_{2}^{10,2 n}$. Here $d_{2 n+1}\left((\beta u)^{j} \cdot \delta\right)=(\beta u)^{j+n} \cdot u$ by (2), hence $d_{2 n+1} \delta=(\beta u)^{n} \cdot u$. By naturality, we see that, in this exceptional case, we have

$$
d_{2 n+1} \delta= \begin{cases}(\beta v)^{i} \cdot v & \text { if } n+1 \text { even, } q \text { even, } i=\frac{n-1}{2} \\ (\beta v)^{i} \cdot v^{\prime} & \text { is } n+1 \text { odd, } q \text { odd, } i=\frac{n}{2}\end{cases}
$$

Recall that according to our notation, $x_{i}$ denotes the class in bidegree ( $i, n(p-1)$ ). For $p=3$, $\delta$ is $x_{0}$, and for primes larger than 3 , we have that $x_{0}$ is zero.

Clearly this information determines $E_{\infty}$, but for the sake of completeness, we determine $E_{2}$ as a $H^{*}\left(\Sigma_{p} ; Z_{p}\right)$-module. For $q$ even,
$d_{n(p-1)+1} v^{v} x_{s}=-v \cdot d_{n(p-1)+1} X_{s}$. Clearly we have.
(7) $v \cdot x_{s}= \begin{cases}-x_{s+2(p-1)-1} & \text { if } s=(2 j-n)(p-1)-1, \\ 0 & \text { if } s=(2 j-n)(p-1)-2 .\end{cases}$

For $q$ odd, the obvious modification is
(8) $\quad v \cdot x_{s}= \begin{cases}-x_{s+2(p-1)-1} & \text { if } s=(2 j-n+1)(p-1)-1 \\ 0 & \text { if } s=(2 j-n+1)(p-1)-2 .\end{cases}$

These results are summarized in the following theorems:

Theorem 8.7. Consider $E_{2}^{* *}=H^{*}\left(\mathbb{Z}_{p} ; H^{*}\left(F\left(\mathbb{R}^{n+1}, p\right) ; \mathbb{Z}_{p}(q)\right)\right)$. If $q$ is even,

$$
\begin{aligned}
& E_{2}^{* *}=A_{n+1} \pi B_{n+1} \\
& A_{n+1}= \begin{cases}E[\alpha] & \text { if } n+1 \text { is even } \\
Z_{p} & \text { if } n+1 \text { is odd, }\end{cases}
\end{aligned}
$$

and

$$
B_{n+1}=\frac{E\left[v, x_{s-1}, x_{s}\right] \otimes P[\beta v]}{I} ;
$$

here $I$ is the ideal generated by the set

$$
\begin{aligned}
& \left\{x_{s-1} \cdot x_{s}, v \cdot x_{s-1}, v \cdot x_{s}+(\beta v) \cdot x_{s-1}\right\} \\
& \text { where } s= \begin{cases}(p-1)-1 & \text { if } n+1 \text { is even } \\
2(p-1)-1 & \text { if } n+1 \text { is odd. }\end{cases}
\end{aligned}
$$

If $q$ is odd,

$$
\begin{aligned}
& E_{2}^{* *}=M_{n+1} \oplus B_{n+1} \text { as an } H^{*}\left(\Sigma_{p} ; Z_{p}\right) \text {-module, where } \\
& M_{n}=\left\{\begin{array}{cc}
0 & \text { if } n+1 \text { is even } \\
Z_{p} \cdot \bar{\lambda} & \text { if } n+1 \text { is odd, }
\end{array}\right.
\end{aligned}
$$

and $B_{n+1}$ is generated by $v^{\prime}, \beta v^{\prime}, x_{s-1}$ and $x_{s}$ with relations $v \cdot \nabla^{\prime}=0, v \cdot x_{s-1}=0$, and $(\beta v) \cdot x_{s-1}+v \cdot x_{s}=0$.

$$
\text { where } s=\left\{\begin{aligned}
2(p-1)-1 & \text { if } n+1 \text { is even } \\
(p-1)-1 & \text { if } n+1 \text { is odd. }
\end{aligned}\right.
$$

Let $x_{s-1}$ and $x_{s}$ denote the classes in ${ }^{\prime} E_{2}^{* *}$ of bidegree ( $s, n(q-1)$ )
analogous to the class $\bar{X}_{s-1}$ and $\bar{X}_{s}$ in $E_{2}^{* *}$ which are required by periodicity. By the previous methods, we have
Theorem_8.8. Consider ${ }^{\prime} E_{2}^{* *}=H^{*}\left(\pi_{p} ; H^{*}\left(F\left(\mathbb{R}^{\mathrm{I}+1}, \mathrm{p}\right) ; \mathbb{Z}_{\mathrm{p}}\right)\right)$.

$$
{ }^{\prime} \mathrm{E}_{2}^{* *}={ }^{\prime} \mathrm{A}_{\mathrm{n}+1} \pi^{\prime} \mathrm{B}_{\mathrm{n}+1} \text { as a connected algebra, where } A_{\mathrm{n}+1}
$$

is a subalgebra of classes which restrict to fixed points in $H^{*}\left(F\left(\mathbb{R}^{n+1}, p\right) ; \mathbb{Z}_{p}\right)$ under the action of $\pi_{p}$ and where

$$
{ }^{B_{n+1}}=\frac{E\left[u, \bar{x}_{0}, \bar{x}_{I}\right] \otimes P[\beta u]}{I} ;
$$

here $I$ is the two sided ideal generated by the set $\left\{\bar{x}_{0} \cdot \bar{x}_{1}, u \cdot \bar{x}_{0}, u \cdot \bar{x}_{1}+(\beta u) \cdot \bar{x}_{0}\right\}$.

Remark: We are deliberately incomplete in our description of ' $A_{n+1}$ because $\bar{x}_{0}$ certainly restricts to a fixed point in $H^{*}\left(F\left(\mathbb{R}^{n+1}, p\right) ; \mathbb{Z}_{p}\right)$, and $\bar{x}_{0}$ is a fixed point which does not persist to $E_{\infty}$. (See the previous calculation of $d_{2 n+1}: E_{2 n+1}^{0,2 n} \longrightarrow E_{2 n+1}^{2 n-1,0}$ for example.)

Theorem 8.9. The differentials in the spectral sequence $\left\{\mathrm{E}_{\mathrm{r}}\right\}$ are given by
(1) $d_{j} \bar{\alpha}=0$ for all $j$,
(2) $d_{j} \bar{\lambda}=0$ for all $j$,
(3) $d_{j} x_{s}=0$ for $j \leq n(p-1)$, and

Theorem 8.10. The differentials in the spectral sequence $\left\{{ }^{1} \mathrm{E}_{\mathrm{r}}\right\}$ are given by
(1) $\mathrm{d}_{\mathrm{j}} \gamma=0$ for all j and $\gamma \varepsilon \varepsilon^{\prime} A_{\mathrm{n}+1}$ provided $\gamma$ has no summands of $\bar{x}_{0}$,
(2) $\mathrm{d}_{\mathrm{j}} \overline{\mathrm{x}}_{\mathrm{s}}=0$ for $\mathrm{j} \leq \mathrm{n}(\mathrm{p}-1)$, and
(3) $d_{n(p-1)+1} \bar{x}_{s}=(\beta u)^{k_{\beta} \varepsilon_{u}}$ for $s=2 k+\varepsilon-n(p-1)+1$.

Remark: The additive results stated in Theorems 5.2, 5.3 and 5.4 are immediate from the form of $E_{\infty}$ implied by Theorems 8.7 through 8.10.
9. $\mathrm{E}_{2}^{0, *}$

We identify $E_{2}^{0, *}=H^{0}\left(\Sigma_{p} ; H^{*}\left(F\left(R^{n+1}, p\right) ; Z_{p}(q)\right)\right)$ as those classes in the $\Sigma_{p}$-module $H^{*}\left(F\left(R^{n+1}, p\right) ; Z_{p}(q)\right)$ which are fixed under the action of $\Sigma_{\mathrm{P}}$. We must prove Theorem 8.5.

$$
\text { To study } H^{0}\left(\Sigma_{p} ; H^{*}\left(F\left(R^{n+1}, p\right) ; Z_{p}(q)\right) \text {, we decompose } H^{*} F\left(R^{n+1}, p\right)\right.
$$

into a direct sum of $\mathbb{Z}_{p}$-modules and consider the fixed points which have summands in each submodule. This method is carred out for $p>3$, but requires modification for the case $p=3$.

Let $I$ be a sequence of integers, $I=\left(i_{1}, j_{1}, \ldots, i_{k}, j_{k}\right) . I$ is allowable if $1 \leq i_{1}<i_{2}<\ldots<i_{k} \leq p-1$ and $1 \leq j_{r} \leq i_{r}, \quad 1 \leq r \leq k$. $\alpha_{I}^{*}$ denotes the class $\alpha_{i_{1}, j_{1}}^{*} \ldots \alpha_{j_{k}, j_{k}}^{*}$. We define the length of $I$ by $\ell(I)=k$ and, by convention, $\alpha_{I}^{*}=1$ if $\ell(I)=0$.

Define $F$ to be the graded $Z_{p}$-module whose generators are $\alpha_{I}^{*}$, I allowable, where
(1) $I=\left(i_{1}, j_{1}, \ldots, i_{k}, j_{k}\right)$
and for each $\mathrm{m} \leq \mathrm{k}$,
(2) $j_{\text {m }} \neq i_{m-x}+1$ for all $x, 1 \leq x \leq m-1$ and
(3) $j_{m} \neq j_{m-x} \quad$ for all $x, 1 \leq x \leq m-1$.

Let $T$ be the graded $Z_{p}$-module whose generators are $\alpha_{I}^{*}$, I allowable, where
(1) $I=\left(i_{1}, j_{1}, \ldots, i_{k}, j_{k}\right)$ and
(2) $j_{m}=i_{m-x}+1$ or $j_{m}=j_{m-x}$ for some $m$ and $x$.

Proof of Theorem 8.5: Clearly $H^{*} F\left(R^{n+1}, P\right)=F \oplus T$ as a $Z_{p}$-module. Since a check of the four obvious cases reveals that a transposition, up to sign,
permutes the monomials of $F, F$ is a $\Sigma_{p}$-submodule of $H^{*} F\left(\mathbb{R}^{n+1}, p\right)$.
The calculation is now divided into two sections:
(1) we show that no monomial in $T$ can be summand of a fixed point under
the $\Sigma_{p}$-action (with either twisted or untwisted action on $Z_{p}$ ).
(2) We calculate the fixed points contained in the submodule $F$.
(1): We show first that no allowable monomial of the form $\alpha_{I}^{*}{ }_{j}{ }_{j, j}^{*} \alpha_{j+1, j}^{*}$
or $\alpha_{I}^{*}{ }^{\alpha}{ }_{j j}^{*} \alpha_{j+1, j+1}$ can be a non-zero summand of a fixed point for $\ell(I) \geq 0$. Using this information, we show that no monomial satisfying the axioms for
$T$ can be non-trivial summand of a fixed point.
Let $V_{j, I}$ denote the $Z_{p}$-vector space spanned by $\alpha_{I}^{*} \alpha_{j j}^{*} \alpha_{j+1, j}^{*}$ and
 Then $\tau_{j+1}\left(\nabla_{j, I}\right) \subseteq V_{j, I}$. Let $\bar{\nabla}_{j, I}$, be the $Z_{p}$-space spanned by

$$
\begin{array}{ll}
\alpha_{I}^{*}\left(\alpha_{j-1, r}^{*}\right){ }_{\alpha_{j, r}^{*} \alpha_{j+1, j+\varepsilon,}^{*},} \varepsilon=0,1 \text { and } \delta=0,1 ; \\
\alpha_{I}^{*},\left(\alpha_{j-1, r}^{*}\right)^{\delta} \alpha_{j j}^{*} \alpha_{j+1, j+\varepsilon,}^{*} & \varepsilon=0,1 \text { and } \delta=0,1
\end{array}
$$

for fixed $I^{\prime}$ and $r$. Again, $\tau_{j}\left(\bar{\nabla}_{j, I^{\prime}}\right) \subseteq \bar{\nabla}_{j, I^{\prime}}$.
Now suppose that $\alpha_{I}^{*} \alpha_{j j} \alpha_{j+1, j}$ is a summand of a fixed point. Then by application of $\tau_{j+1}$ to $V_{j, I}$, we must have that

$$
C \alpha_{I}^{*}{ }_{j j}^{*} \alpha_{j+1, j}^{*}+D \alpha_{I}^{*}{ }_{j j}^{*} \alpha_{j+1, j+1}^{*}
$$

is also a summand of the same fixed point where $C=(-1)^{n}[C+D]$.
Application of $\tau_{j}$ to $\overline{\mathrm{V}}_{j, I}$ forces $(-1)^{\mathrm{n}+1} \mathrm{C}=\mathrm{D}$. So
$\mathrm{C}=(-1)^{\mathrm{n}}\left[\mathrm{C}+(-1)^{\mathrm{n}+1} \mathrm{C}\right]$; thus if $\mathrm{p} \neq 3, \quad \mathrm{C}=0$.

Let $\alpha_{I}^{*}=\alpha_{I^{1} \alpha_{i_{r}}^{*}, j_{r}}^{*} \ldots \alpha_{i_{s}, j_{s}}^{*} \ldots \alpha_{i_{k}, j_{k}}^{*}$ be a summand of a fixed point, where $j_{s}=i_{r}+1$ or $j_{s}=j_{r}$ (that is, an instance of axiom 2 for $T$.) We may ssume that $j_{r+\ell} \neq i_{r+\ell}$ for $\ell>0$. Let $\tau$ denote ${ }^{\tau_{i}+1}{ }_{*}$ and let $V_{\alpha_{*}}$ and $V_{\tau \alpha_{I}^{*}}^{*}$ be the one-dimensional subspaces spanned by $\alpha_{I}^{*}$ and $\tau \alpha_{I}^{*}{ }^{\text {r }}$ respectively. Since $\tau^{2}=1$, we may decompose $H^{*} F\left(\mathbb{R}^{n+1}, p\right)$
as a direct sum in two ways:

$$
\mathrm{H}^{\star} F\left(\mathbb{R}^{\mathrm{n}+1}, \mathrm{p}\right)=\mathrm{V}_{\alpha_{I}^{*}} \oplus \mathrm{~W}_{\alpha_{I}^{*}}={\underset{\tau \alpha_{I}^{*}}{*} \oplus W_{\tau \alpha_{I}^{*}}^{*}}^{*}
$$

where

$$
\tau\left(V_{\alpha_{I}^{*}}\right) \subseteq V_{\tau \alpha_{I}^{*}}^{*}
$$

and

$$
\underset{\tau \alpha_{I}^{*}}{\tau\left(\nabla_{\alpha_{I}^{*}}^{*}\right)} \underbrace{}_{\alpha_{I}^{*}}
$$

We suppose that $j_{r}=j_{s}$ and remark that the case $j_{s}=i_{r}+1$ is checked in essentially the same manner. Iterating the above procedure for the permutation. $\left(\tau_{p-2} \circ \ldots \circ \tau_{i_{r}+1}\right) \circ\left(\tau_{p-1} \circ \ldots \circ \tau_{i_{s}+1}\right)$ applied to $\alpha_{I}^{*}$, we see that a monomial of the form $\alpha_{J}^{*} \alpha_{p-2, j_{r}}{ }^{\alpha}{ }^{*}-1, j_{s}$ is a non-zero summand of a fixed point. Applying the permutation $\tau_{p-3} 3^{\circ} \cdots \tau_{i_{s}}$ to $\alpha_{j}^{*}{ }_{p}^{*}{ }_{p-2, j_{r}}{ }_{r}{ }^{*}{ }^{*}-1, j_{s}$ and quoting the argument for ${ }^{\tau_{i}}{ }_{s}$ above; we see that a monomial of the form $\alpha_{J}^{*} \alpha_{p-2, p-2}^{*}{ }^{\alpha_{p-1, p-2}^{*}}$ must be a non-zero summand of a fixed point. Therefore, by the previous remarks, an element fixed by $\Sigma_{p}$ can have no non-zero monomial summands satisfying the axioms for $T$. The modifications necessary for the case of twisted $Z_{p}$-coefficients are obvious.
(2): Application of appropriate permutations indicates that any allowable monomial, $\alpha_{\dot{I}}^{*}$, of $F, \ell(I)=k+1$, can be permuted, up to sign, to

$$
\alpha_{11}^{*} \alpha_{33}^{*} \cdots \alpha_{2 k+1,2 k+1}^{*}, 2 k+1 \leq p-2 .
$$

Hence the subspace of elements of degree $n(k+1)$ in $F$ is generated as a $\Sigma_{p}-$ module by $\alpha_{11}^{*}{ }^{\alpha}{ }_{33}^{*} \cdots \alpha_{2 k+1,2 k+1}^{*}$.

We first calculate the fixed point set in $F$ for $n+1$ even. Suppose that $q$ is even. Here, $\Sigma_{p}$ just permutes the indecomposables $\alpha_{i j}^{*}$ and clearly

$$
\sum_{p-1 \geq i \geq j \geq 1} \alpha_{i j}^{*}
$$

is a fixed point. We claim that there are no non-zero fixed points in F concentrated in degree $n(k+1)$ if $k>0$. Suppose there is such a fixed point, $\gamma$. Then by the above paragraph, $\gamma$ is in the $\Sigma_{p}$-module generated by

$$
\alpha_{I}^{*}=\alpha_{11}^{*} \alpha_{33}^{*} \cdots \alpha_{2 i+1}^{*}, 2 i+1 \cdots \alpha_{2 k+1,2 k+1}^{*}
$$

By appiying $\tau_{2}$ to $\gamma$, we see that $\alpha_{21}^{*} \alpha_{32}^{*}{ }^{\alpha_{55}^{*}} \cdots \alpha^{*}{ }_{2 k+1}^{*}, 2 k+1$ must be a summand of $\gamma$. We apply $\tau_{1}{ }^{\circ} \tau_{3}$ to see that $\gamma$ must have

$$
\alpha_{32}^{*} \alpha_{21}^{*} \alpha_{55}^{*} \cdots \alpha_{2 k+1,2 k+1}^{*}=-\alpha_{21}^{*} \alpha_{32}^{*}{ }^{\alpha^{*}} \ldots \alpha_{2 k+1,2 k+1}^{*}
$$

as a summand. There are clearly no non-zero fixed points which have this property. We now suppose that $q$ is odd. Here, we see that $\tau_{1}\left(\alpha_{11}^{*} \alpha_{33}^{*} \cdots \alpha_{2 k+1,2 k+1}^{*}\right)=-\alpha_{11}^{*} \alpha_{33}^{*} \cdots \alpha_{2 k+1,2 k+1}^{*} \quad$ for $k \geq 0$. Consequently

$$
H^{0}\left(\Sigma_{p} ; H^{*}\left(F\left(R^{n+1}, p\right) ; Z_{p}(2 q+1)\right)\right)=0
$$

if $n+1$ is even.
We next study the case $n+1$ is odd. For the moment we assume that $q$ is even. Since $\tau_{1}{ }^{\alpha}{ }_{11}^{*}=(-1)^{\mathrm{n}+1_{\alpha}}{ }_{11}$, we have

$$
\tau_{1} \alpha_{I}^{*}=-\alpha_{I}^{*} \text { for } \alpha_{I}^{*}=\alpha_{11}^{*} \alpha_{33}^{*} \ldots \alpha_{2 k+1,2 k+1}^{*}
$$

Consequently there are no fixed points in $F$ for $n+1$ and $q$ even. We now consider the case when q is odd. Again, any fixed point must be in the $\Sigma_{p}$-module generated by $\alpha_{I}^{*}$. If $2 k+1<p-2$, then ${ }^{\tau}{ }_{p-1} \mathcal{A}_{I}^{*}=-\alpha_{I}^{*}$. Hence there are no non-zero fixed points in $F$ concentrated in degree $j n, 1 \leq j<\frac{p-1}{2}$. However, we claim that

$$
\alpha_{I}^{*}=\alpha_{I I}^{*} \cdots \alpha_{2 i+1,2 i+1}^{*} \cdots \alpha_{p-2, p-2}^{*}
$$

does in fact generate a $\Sigma_{p}$-fixed point for $n+1$ and $q$ both odd. By definition of the $\alpha_{i j}^{*}$ we see that if $\rho \in \Sigma_{p}$ and $\rho$ fixes, up to sign, each element of the set

$$
\left\{\alpha_{11}^{*}, \alpha_{33}^{*}, \ldots, \alpha_{2 i+1,2 i+1}^{*}, \ldots, \alpha_{p-2, p-2}^{*}\right\}
$$

then $\rho$ is either the identity of $\sum_{p}$ or a product of the transpositions $\tau_{2 i+1}, 0 \leq i \leq \frac{p-3}{2}$.

Now, let $H$ denote the subgroup of $\Sigma_{p}$ which is generated by the elements that fix $\alpha_{I}^{*}$ up to sign. We claim that $H$ is generated by the set

$$
\left\{\eta \in \Sigma_{p} \mid \eta=\tau_{2 j+1} \quad \text { or } \eta=\tau_{2 j+2} \tau_{2 j+3} \tau_{2 j+1} \tau_{2 j+2} \quad 0 \leq j<\frac{p-3}{2}\right\}
$$

This fact is essentially immediate from the previous observation. The peculiar permutation ${ }^{\tau}{ }_{2 j+2}{ }^{\tau} 2 j+3^{\tau} 2 j+1^{\tau}{ }_{2 j+2}$ just interchanges

$$
\alpha_{2 j+1,2 j+1} \text { and } \alpha_{2 j+3,2 j+3}
$$

If $g \varepsilon H$, we can clearly choose a product of the permutations, $\eta$, which interchanges precisely the same classes which $g$ interchanges. Denote this product by $h$. Then $g^{-1}$ must fix, up to sign, each indecomposable $\alpha_{2 i+1,2 i+1}^{*}$. Hence, by the previous observation, $\mathrm{gh}^{-1}$ must be the identity or a multiple of ${ }_{2 j+1}, 0 \leq j \leq \frac{p-3}{2}$. We use these generators for $H$ to finish calculating the fixed points for $n+1$ and $q$ odd. Here

$$
\tau_{i}{ }^{o \alpha_{I}^{*}}=(-1) \tau_{i}\left(\alpha_{I}^{*}\right)
$$

where

$$
\tau_{i}\left(\dot{\alpha}_{I}^{*}\right)
$$

is determined by the $\Sigma_{p}$-action defined on $H^{*} F\left(R^{n+1}, p\right)$. Since

$$
\tau_{i}{ }^{o \alpha_{i i}^{*}}=(-1)(-1)^{n+1} \alpha_{i i}^{*}=\alpha_{i i}^{*}
$$

for $n+1$ and $q$ odd, it follows that $g \cdot \alpha_{I}^{*}=\alpha_{I}^{*}$ for all $g \varepsilon H$. Let

$$
\mu_{1} H, \ldots, \mu_{r} H, r=\left[\Sigma_{p}: H\right],
$$

be the left cosets of $H$ in $\Sigma_{p}$ and let

$$
\bar{\lambda}=\sum_{i=1}^{I}\left(\operatorname{sign} \mu_{i}\right) \mu_{i}\left(\alpha_{I}^{*}\right) \varepsilon H^{\left.n\left(\frac{p-1}{2}\right)_{F\left(\mathbb{R}^{n+1}\right.}, p\right)}
$$

If we show $\bar{\lambda}$ is independent of the choice of coset representatives $\left\{\mu_{i} \mid i=1, \ldots, r\right\}$, then it will be obvious that $\tau \cdot \bar{\lambda}=\bar{\lambda} \quad$ for all $\tau \varepsilon \Sigma_{p}$. So we suppose that $\mu_{j} \mu_{j}^{-1}=g \varepsilon$ 日. Since $g * \alpha_{I}^{*}=\alpha_{I}^{*}$ by the above remarks, it follows immediately that

$$
\left(\operatorname{sign} \mu_{j}\right) \mu_{j}\left(\alpha_{I}^{*}\right)=\left(\operatorname{sign} \bar{\mu}_{j}\right) \bar{\mu}_{j}\left(\alpha_{I}^{*}\right)
$$

For the case $p=3$, let $\delta={ }_{20}{ }_{11}^{*} \alpha_{21^{-}}^{*}+y \alpha_{11^{*}}^{*}{ }_{22}^{*}$ be a $\Sigma_{3}$-fixed point. Then

$$
\delta=\tau_{1} \delta=(-1)^{\mathrm{q}}\left[(-1)^{\mathrm{n}+1} \times \alpha_{11}^{*}{ }_{2}^{*}+(-1)^{\mathrm{n}+1} \mathrm{ya}_{11}^{*} \alpha_{21}^{*}\right]
$$

forces $y=(-1)^{q+n+1} x$ and

$$
\delta=\tau 2^{\delta=x \tau}{ }_{2}\left[\alpha_{11}^{*} \alpha_{21}^{*}+(-1)^{q+n+1} \alpha_{11}^{*} \alpha_{22}^{*}\right]=(-1)^{q}{ }_{x\left[\alpha_{21}^{*}\right.}^{\left.\alpha_{11}^{*}+(-1)^{q+2 n+2} \alpha_{21}^{*} \alpha_{22}^{*}\right] .}
$$

Since

$$
\alpha_{21}^{*} \alpha_{22}^{*}=-\alpha_{11}^{*}\left[\alpha_{21}^{*}-\alpha_{22}^{*}\right], \quad \text { by Lemma } 7.7
$$

we have that $\delta$ is fixed if and only if $n+q+1$ is even. To check the fixed points concentrated in degree $n$, we notice that $\bar{\alpha}=\alpha_{11}^{*}+\alpha_{21}^{*}+\alpha_{22}^{*}$ is fixed if and only if $q$ and $n+1$ are both even, and $\bar{\lambda}=\alpha_{11} \alpha_{21}+\alpha_{22}$ is fixed if and only if $q$ and $n+1$ are both odd.

To check that $(\beta u)^{\text {j. }} \delta$ represents the non-zero class in

$$
H^{2 j}\left(\pi_{3} ; H^{2 n}\left(F\left(R^{n+1}, 3\right) ; z_{3}(q)\right)\right.
$$

we note that

$$
\left(1+\sigma+\sigma^{2}\right) \alpha_{11}^{*} \alpha_{21}^{*}=\left(1+\sigma+\sigma^{2}\right) \alpha_{11}^{*} \alpha_{22}^{*}=0
$$

Since $(\beta u)^{j} \cdot \delta$ must be a non-zero, non-cobounded cocyle, we have the concIusion.

## 10. Vanishing of $\mathrm{E}_{2}^{* *}$

We must prove Theorem 8.1, which states that $E_{2}^{\text {is, } t=0}$ if $s>0$ and $t \neq 0, n(p-1)$.

Proof: All monomials, $\alpha_{I}^{*}$, are assumed to be "allowable" in the sense of section 9. In addition, we define an admissible sequence, $I$, to have the properties
(I) $I=\left(i_{1}, j_{1}, \ldots, i_{k}, j_{k}\right), I$ allowable and
(2) for every $m, 1 \leq m \leq k$,

$$
\begin{aligned}
& j_{m}=i_{m-x}+1 \text { for some } x, 1 \leq x \leq m-1 . \\
& \text { or } \\
& j_{m}=j_{1} .
\end{aligned}
$$

Befine the height of $I, h(I)$, to be $j_{1}$. By convention, let

$$
I+y=\left(i_{1}+y, j_{1}+y, \ldots, i_{k}+y, j_{k}+y\right)
$$

if $\quad \mathrm{i}$. $+\mathrm{y} \leq \mathrm{p}-1$.

Lemma 10.1. Every allowable monomial in $H^{*} F$ is, up to sign, a product of admissible monomials.

Clearly the "factorization" of Lemma 10.1 is not unique; we can certainly write the monomial $\alpha_{11}^{*} \alpha_{21}^{*}$, for instance, in two ways as products of admissibles. The following definition strengthens the notion. of an admissible monomial to the point where we can compute. Let $\alpha_{I_{1}}^{*}, \ldots, \alpha_{I_{r}}^{*}$ be admissible monomials such that
(1) $\alpha_{I_{1}}^{*} \ldots \alpha_{I_{r}}^{*}=\underline{t a}_{I}^{*}$ for $I$ allowable,
(2) $1 \leq h\left(I_{1}\right)<h\left(I_{2}\right)<\ldots<h\left(I_{r}\right) \leq p-1$, and
(3) $\alpha_{I}^{*}$ cannot be written as a product of fewer admissible monomials.
Then we say that $\alpha_{I_{1}}^{*} \cdots \alpha_{I_{I}}^{*}$ is a maximal admissible decomposition for $\alpha_{1}^{*}$. The following lemma is obvious:

Lemma 10.2. Every allowable monomial has, up to sign, a unique maximal admissible decomposition.

The key to our proof of the vanishing theorem is that the notion of a maximal admissible decomposition enables us to partition the set of allowable monomials into very nice equivalence classes, which, when "enlarged" to $Z_{p}$-modules are stable under $\sigma$ of Corollary 7.4. This stability condition gives a simple method of calculating the kernel of $(\sigma-1)^{*}$ where $(\sigma-1)^{*}$ is the "even dimensional" differential for the minimal resolution of $\pi_{p}$. So the next stage is to define the appropriate equivalence relation:

Let $J^{1}$ and $J^{2}$ be allowable. We say $\alpha^{*} J^{1} \alpha^{*} J^{2}$ if
(1) $\alpha_{J}^{*}$ has a maximal admissible decomposition

$$
{ }_{\alpha_{1}^{r}}^{I_{1}} \cdots{ }^{\alpha}{ }^{*} I_{k}^{r}
$$

(2) $I_{t}^{r}=\left(i_{1}^{\mathrm{r}}, j_{1}^{\mathrm{r}}, \ldots, \dot{i}_{\mathrm{n}_{\ell}}^{\mathrm{I}}, j_{n_{\ell}}^{\mathrm{r}}\right), 1 \leq t \leq k$.
(3) $i_{x}^{I}=i_{x}^{2}$ for all 2 and $1 \leq x \leq n_{\ell}$.
(4) $h\left(I_{l}^{1}\right)=h\left(I_{l}^{2}\right)$ for all $\ell$.

## Lemma 10.3. 'ヶ" is an equivalence relation.

Let $S_{\sigma} \mathbb{m}_{I}, 0 \leq m<p$, be the $Z_{p}$-module spanned by those $\alpha_{J}^{*}$ such that $\alpha_{J}^{*}$ is equivalent (in the sense of $v$ ) to some non-trivial summand of $\sigma^{\text {m }}\left(\alpha_{\mathrm{I}}^{*}\right)$.

Proposition 10.4. Write $S_{I}=S_{\sigma}{ }^{0}(I)$ Then for $F\left(R^{n+1}, p\right)$
(1) $\sigma^{m}\left(S_{I}\right) \subseteq S_{\sigma}{ }_{I}$, and
(2) $\mathrm{S}_{\mathrm{I}} \cap \mathrm{S}_{\mathrm{o}^{\mathrm{m}} \mathrm{I}}=(0)$ if $\ell(\mathrm{I})<\mathrm{p}-1$ and $1 \leq \mathrm{m} \leq \mathrm{p}-1$.

## Proof.

(1): We may write $\alpha_{I}^{*}$ uniquely, up to sign, as a maximal
decomposition $\alpha_{I_{1}}^{*} \cdots \alpha_{I_{k}}^{*}$. By Corollary 7.4,

$$
\sigma \alpha_{i j}^{*}=\alpha_{i+1, j+1}^{*} \text { if } \quad i<p-1
$$

and
$\sigma \alpha_{p-1, j}^{*}=(-1)^{n+1} \alpha_{j, 1}^{*}$ and so i.t is enough to check
that $\sigma\left(S_{I}\right) \subseteq S_{\sigma I}$ where $\alpha_{p-1, x}^{*}$ occurs in some admissible ${ }_{\alpha}^{*} I_{\ell}^{*}$. But then

$$
\begin{aligned}
& \alpha_{I}^{*}=+\alpha_{I_{1}}^{*} \cdots \alpha_{I_{Q}}^{*} \cdots \alpha_{I_{k}}^{*} \quad \text { and } \\
& \sigma \alpha_{I}^{*}={ }^{+\alpha_{I_{1}}} *_{1}^{*} \cdots \alpha_{I_{\ell-1}+1}^{*} \alpha_{I_{\ell+1}+1}^{*} \cdots \alpha_{I_{k}+1}^{*}{ }^{*}{ }_{I_{\ell}}^{*} .
\end{aligned}
$$

Furthermore,

$$
\alpha_{I_{\ell}}^{*}=\alpha_{i_{1}, j_{1}}^{*} \cdots \alpha_{i_{q}, j_{q}}^{*} \alpha_{p-1, x}^{*}
$$

and so

$$
\sigma \alpha_{I_{\ell}}^{*}=(-1)^{n+1_{\alpha_{i_{1}}+1, j_{1}+1} \cdots \alpha_{i_{q}}+1, j_{q}+1} \alpha_{x, 1}
$$

where $x=j_{1}$ or $i_{t}+1$, by the definition of an admissible monomial.
Applying the formula

$$
\alpha_{i j}^{*} \alpha_{i k}^{*}=-\alpha_{k-1, j}^{*}\left[\alpha_{i j}^{*}-\alpha_{i k}^{*}\right], j<k,
$$

(see Lema 7.7), we have

$$
\sigma \alpha_{I}^{*}=\Sigma \pm \alpha_{j_{1}, 1}^{*} \alpha_{i_{1}+1, x_{1}}^{*} \alpha_{i_{2}+1, x_{2}}^{*} \cdots \alpha_{i_{q}+1, x_{q}}^{*}
$$

for $x_{i}=1, j_{1}+1$ or $i_{r}+2$ for $r<q$. Fix some monomial appearing as a summand of $\sigma \alpha_{I_{l}}^{*}$, say $\alpha_{J_{l}}^{*}, J_{\ell}=\left(j_{1}, 1, i_{1}+1, x_{1}, \ldots, i_{q}+1, x_{q}\right)$. Note that all such summands of $\sigma \alpha_{I_{\ell}}^{*}$ are equivalent, under $\approx$, so it does not matter which we choose. Then by the definition of a maximal admissible decomposition,

$$
\alpha_{J_{\ell}^{\prime}}^{*} \alpha_{I_{1}+1}^{*} \cdots \alpha_{I_{k}+1}^{*}
$$

is a maximal admissible decomposition for any allowable monomial summand of $\sigma \alpha_{I}^{*}$ for $J_{\ell}^{\prime} \sim J_{\ell}$. Hence $\sigma S_{I} \subseteq S_{\sigma I}$.
(2): We check the case when $\alpha_{I}^{*}$ is a product of one admissible monomial. The case that $\alpha_{I}^{*}$ has a maximal admissible decomposition with more than one admissible monomial occurring is essentially the same.

It is enough to check that $\alpha_{I}^{*}$ is not a summand of $S_{\sigma \text { mI }}$ for $1 \leq m \leq p-1$ and $I=\left(i_{1}, 1, i_{2}, j_{2}, \ldots, i_{k}, j_{k}\right), \ell(I)<p-1$, since, for some $t$, we have

$$
\sigma^{t} \alpha_{I}^{*}=\Sigma \pm \alpha_{I}^{*}
$$

where

$$
I^{\prime}=\left(i_{1}^{\prime}, 1, i_{2}^{\prime}, j_{2}^{\prime}, \ldots, i_{k}^{\prime}, j_{k}^{\prime}\right)
$$

The idea of the following proof is that if $\ell(I)<p-1$, then the string of indecomposables, $\alpha_{I}^{*}$, has too many "gaps" to appear as a summand of $S_{\sigma} m_{I}$ for $1 \leq$ IIISp-1.

Let $\alpha_{I}^{*}$ be admissible, $2(I)<p-1, I=\left(i_{1}, 1, i_{2}, j_{2}, \ldots, i_{k}, j_{k}\right)$ and suppose that for some $m, 1 \leq m<p-1$, we have that $\alpha_{I}^{*}$ is, in fact, a summand of $S_{\sigma \text { mI }}$. By induction, the only time a " 1 " can occur in the $j_{1}$-coordinate of a summand for $S_{\sigma M I}$ is when $m=p-i_{k-r}$ for $0 \leq r \leq k-1$; also, if $m=p-i_{k-r}$, then $I$ must have the form

$$
I=\left(i_{1}^{\prime}, 1, i_{2}^{\prime}, j_{2}^{\prime}, \ldots, i_{r}^{\prime}, j_{r}^{\prime}, i_{r+1}^{\prime}, j_{r+1}^{\prime}, \ldots, i_{k}^{\prime}, j_{k}^{\prime}\right)
$$

where

$$
\begin{aligned}
& i_{\lambda}^{\prime}=i_{k-r+\lambda}-i_{k-r} \text { for } 1 \leq \lambda \leq r, \\
& i_{r+1}^{\prime \prime}=p-i_{k-r}, \text { and } \\
& i_{r+1+\lambda}^{\prime}=i_{\gamma}+p-i_{k-r} \text { for } 1 \leq \gamma \leq k-r-1
\end{aligned}
$$

Since

$$
I=\left(i_{1}, 1, i_{2}, j_{2}, \ldots, i_{k}, j_{k}\right)
$$

we have

$$
\begin{aligned}
& i_{\lambda}=i_{k-r+\lambda}-i_{k-r} \text { for } 1 \leq \lambda \leq r, \\
& i_{r+1}=p-i_{k-r}, \text { and } \\
& i_{r+1+\gamma}=i_{\gamma}+p-i_{k-r} \text { for } 1 \leq \gamma \leq k-r-1 .
\end{aligned}
$$

Rearranging, we find

$$
\begin{aligned}
& i_{k-r}=i_{k-r+\lambda}-i_{\lambda} \quad \text { for } \quad 1 \leq \lambda \leq r, \\
& i_{k-r}=p-i_{r+1}, \text { and } \\
& i_{k-r}=i_{\gamma}+p-i_{r+1+\gamma} \text { for } 1 \leq \gamma \leq k-r-1 .
\end{aligned}
$$

Summing, we have

$$
k\left(i_{k-r}\right)=\left(\sum_{s=1}^{k} i_{s}\right)-i_{k-r}-\left(\sum_{s=1}^{k} i_{s}\right)+(k-r)_{p}
$$

Hence $(k+1)\left(i_{k-r}\right)=(k-r) p$. Since $k+1, i_{k-r} \neq 0$, and $k \leq p-1, i_{k-r} \leq p-1$, we must have $k+1=p$. But then $\ell(I)=k=p-1$. This is a contradiction because we assumed that $\ell(I)<p-1$. Hence $\alpha_{I}^{*}$ cannot lie in $S_{\sigma} I_{I}$ for $1 \leq \underline{I K} \leq p-1$ and the proposition is proved.

Remark: By Proposition 10.4,

$$
\mathrm{S}_{I}+\mathrm{S}_{\sigma I}+\ldots+\mathrm{S}_{\sigma} \mathrm{p}-1 \mathrm{I}_{I}=\mathrm{s}_{I} \oplus \mathrm{~S}_{\sigma I} \notin \ldots \oplus \mathrm{~S}_{\sigma} \mathrm{p}-1{ }_{I} \quad \text { as a }
$$

$Z_{p}$-module. Since " $\sim$ " is an equivalence relation on maximal admissible
decompositions, we may decompose $H^{k n}\left(F\left(\mathbb{R}^{\mathrm{n}+1}, \mathrm{p}\right) ; \mathrm{z}_{\mathrm{p}}\right)$ into
$\mathrm{V}_{1} \oplus \cdots \oplus \mathrm{~V}_{\mathrm{p}}$ as $\mathrm{Z}_{\mathrm{p}}$-module for $1 \leq \mathrm{k} \leq \mathrm{p}-2$ such that $\sigma\left(\mathrm{V}_{\mathrm{i}}\right) \subseteq \mathrm{V}_{\mathrm{i}+1}$ if $i<p$ and $\sigma\left(V_{p}\right) \subseteq V_{i}$.

Recall that the minimal resolution of $Z_{p}$ considered as a trivial $\pi_{\mathrm{p}}$-module, where $\pi_{\mathrm{p}}$ is generated by $\sigma$, has the form

$$
\ldots+z_{p} \pi+z_{p} \pi \xrightarrow{\sigma-1} z_{p} \pi \xrightarrow{N} z_{p} \pi \xrightarrow{\sigma-1} z_{p} \pi \xrightarrow{\varepsilon} z_{p} \rightarrow 0, N=1+\sigma+\ldots+\sigma^{p-1}
$$

Let $M$ denote $H^{\ell n}\left(F\left(\mathbb{R}^{n+1}, p\right) ; \mathbb{Z}_{p}\right), 1 \leq \ell \leq p-2$. Then for the cochain complex

$$
\ldots+\operatorname{Hom}_{\pi_{p}}\left(Z_{p} \pi_{p}, M\right) \longleftarrow(\sigma-1)^{*} \operatorname{Hom}_{\pi_{p}}\left(Z_{p} \pi_{p}, M\right) \longleftarrow \mathbb{N}^{*} \operatorname{Hom}_{\pi_{p}}\left(Z_{p} \pi_{p}, M\right) \longleftarrow(\sigma-1)^{*} \ldots
$$

we use the decomposition of the previous paragraph to show that $\operatorname{Ker}(\sigma-1)^{*}=\operatorname{ImN}{ }^{*}$. Since

$$
\operatorname{Hom}_{\pi_{p}}\left(Z_{p} \pi_{p}, M\right)=\operatorname{Ker}(\sigma-1)^{*} \mp \operatorname{Im}(\sigma-1) *=\operatorname{Ker} N^{*} \Phi \operatorname{ImN} *
$$

as $Z_{p}$-modules, we have that $\operatorname{Ker}(\sigma-1) *=\operatorname{ImN}$ implies $\operatorname{Ker} N^{*}=\operatorname{Im}(\sigma-1) *$
by the obvious vector space dimension considerations. This information clearly implies Theorem 8.2.

To show $\operatorname{Ker}(\sigma-1) *=\operatorname{Im} \mathbb{N}^{*}$, we appeal to the following lemma:

Lemma 10.5. Let $V$ be a finite dimensional vector space over a field.
Suppose $\sigma: \quad \nabla \rightarrow V$ is a linear transformation such that
(1) $\sigma^{P}=1$,
(2) $\mathrm{V}=\mathrm{V}_{1} \oplus \cdots \not \mathrm{~V}_{\mathrm{p}}$, and
(3) $\sigma\left(V_{i}\right) \subseteq V_{i+1}$ if $i<p$, and $\sigma\left(V_{p}\right) \subseteq V_{1}$.

Then if $\sigma v=v$ for $v \in V$, we have $v=\left(1+\sigma+\ldots+\sigma^{p-1}\right) v^{\text {r }}$ for some $\mathrm{v}^{\prime} \varepsilon \mathrm{V}$.

Proof: Let $v=\sum_{I}^{p} \times_{i} v_{i}$ for $v_{i} \in V_{i}$. If $\sigma v=v$, then

$$
\mathrm{v}=\left(1+\sigma+\ldots+\sigma^{\mathrm{p}-1}\right)\left(x_{1} \mathrm{v}_{1}\right)
$$

11. Steenrod operations and product Structure

We show that there exists an element $\alpha \in H^{n}\left(B\left(R^{n+1}, p\right) ; z_{p}\right)$ for $n+1$ even such that $\alpha$ restricts to $\bar{\alpha} \varepsilon H^{n}\left(F\left(R^{n+1}, p\right) ; \mathbb{Z}_{p}\right)$ specified in Theorem 8.5, and such that

$$
H^{*}\left(B\left(R^{n+1}, p\right) ; Z_{p}\right)=A_{n+1} \pi I m f^{*}
$$

as a connected $z_{p}$-algebra, where

$$
A_{n+1}= \begin{cases}E[\alpha] & \text { if } n+1 \text { is even } \\ z_{p} & \text { if } n+1 \text { is odd }\end{cases}
$$

Moreover, the Steenrod operations are trivial on $\alpha$.
Secondly, we show that there exists an element

$$
\lambda \in H^{n\left(\frac{p-1}{2}\right)}\left(B\left(\mathbb{R}^{n+1}, p\right) ; \mathbb{Z}_{p}(2 q+1) \quad \text { for } n+1\right. \text { odd }
$$

such that $\lambda$ restricts to the element $\bar{\lambda} \varepsilon H^{n\left(\frac{p-1}{2}\right)}\left(F\left(\mathbb{R}^{n+1}, p\right) \mathbb{Z}_{p}\right)$ specified in Theorem 8.5 and such that

$$
H^{*}\left(F\left(R^{n+1}, p\right) ; Z_{p}\right)=M_{n+1} \oplus \operatorname{Imf} f^{*}
$$

as a $H^{*}\left(\Sigma_{p} ; Z_{p}\right)$-module, where

$$
M_{n+1}= \begin{cases}0 & \text { if } n+1 \text { is even } \\ z_{p} \cdot \lambda & \text { if } n+1 \text { is odd }\end{cases}
$$

Define a map $S: R^{n+1} \rightarrow R^{n+1}$ by
$S\left(x_{1}, \ldots, x_{n+1}\right)=\left(x_{1},-x_{2}, x_{3}, \ldots, x_{n+1}\right)$. Since $B(-, p)$ is a functor defined on the category of toplogical spaces with morphisms 1-1 continuous
maps, we have the obvious induced morphisms $B(S, p): B\left(R^{n+1}, p\right) \rightarrow B\left(R^{n+1}, p\right)$. For convenience, we denote $B(S, p)$ by $S$. Let $\pi_{S}$ denote the group of order 2 generated by $S$. There is an evident $\pi_{S}$-action induced on $B\left(R^{\infty}, p\right)$. Note that this action is certainly neither free nor trivial. However, we can calculate the action of $\pi_{S}$ on $H^{*}\left(B\left(R^{\infty}, p\right) ; Z_{p}\right)$.

Proposition 11.1. For $p$ odd, $\pi_{S}$ acts trivially on $H *\left(B\left(R^{\infty}, p\right) ; Z_{p}\right)$.

Proof: Let $\pi_{p}$ act on $F\left(R^{n+2}, p\right)$ by

$$
\left.\sigma \cdot<_{x_{1}}, \ldots, x_{p}\right\rangle=\left\langle x_{p}, x_{1}, \ldots, x_{p-1}\right\rangle
$$

Obviously $S$ commutes with the $\pi_{p}$-action. Now we consider the inclusion of $R^{n}$ in $R^{n+2}$ given by $x+(0,0, x)$. Give $F\left(R^{n} ; p\right)$ a trivial $\pi_{S}$-action. Then the induced inclusion $\frac{F\left(R^{n}, p\right)}{\pi_{p}} \subset \frac{F\left(R^{n+2}, p\right)}{\pi_{p}}$ is $\pi_{S}$-equivariant. By our previous calculations, $\pi_{S}$ must act trivially on $H^{*}\left(F^{\left(R^{\infty}, p\right)} \pi_{p} ; Z_{p}\right)$. Since the evident map $\frac{F\left(R^{\infty}, p\right)}{\pi_{p}} \rightarrow \frac{F\left(R^{\infty}, p\right)}{\Sigma_{p}}$ is $\pi_{S}$-equivariant, the result follows.

We use the above information to calculate the product structure and Steenrod operations in $H *\left(B\left(R^{n+1}, p\right) ; Z_{p}\right)$. To do these calculations
efficiently, we need one fact about $F\left(R^{n+1}, p\right)$.

$$
\text { Define } \gamma: s^{n} \rightarrow F\left(\mathbb{R}^{n+1}, p\right) \quad \text { by } \gamma\langle\xi\rangle=\langle 0, \xi, 2 \xi, \ldots,(p-1) \xi\rangle \text {. }
$$

Clearly $\gamma$ is $\pi_{S}$-equivariant where the $\pi_{S}$-action on $S^{n}$ is induced from that on $R^{n+1}$. Let $\left(\right.$ denote the fundamental class of $S^{n}$.

Lemma 11.4. The dual of the class $\gamma_{*}(1)$ is the class

$$
\sum_{p-1 \geq i \geq j \geq 1} \alpha_{i j}^{*} \varepsilon H^{n}\left(F\left(R^{n+1}, p\right) ; Z_{p}\right) \text { for } n+1 \text { even. }
$$

Proof: Define $\hat{\gamma}: S^{n} \rightarrow F\left(R^{n+1}-0, p-1\right)$ and $\bar{\gamma}: s^{n}+R^{n+1}-0$ by

$$
\hat{\gamma}\langle\xi\rangle=\langle\xi, 2 \xi, \ldots,(p-1) \xi\rangle
$$

and

$$
\bar{\gamma}\langle\xi>=\xi .
$$

The following diagram commutes on the nose:


But clearly $\left(\pi_{\mathrm{p}-1}\right)_{*}\left[\hat{\gamma}_{*}-\left(\alpha_{11}\right)_{*}\right]=0$. Since $\gamma_{*}=\hat{\gamma}_{*}$ (recall that $F\left(\mathbb{R}^{n+1}-0, p-1\right) \subseteq F\left(\mathbb{R}^{n}, p\right)$ is a homotopy equivalence), we have that
$\gamma_{*}(\jmath)=\alpha_{11}+x$ where $x$ is a linear combination of primitives
which $\alpha_{11}$ does not occur. If $\tau_{r}$ is a transposition; then ${ }^{\tau}{ }_{r}{ }^{0} \gamma$ is clearly homotopic to $\gamma$ if $n+1$ is even. Consequently $\Sigma_{p}$ fixes $\alpha_{*}(1)$. But since $\Sigma_{p}$ just permutes the primitives $\alpha_{i j}$, it follows directly that $\gamma_{ \pm}(u)=\sum_{p-1 \geq i \geq j \geq 1} \alpha_{i j} \quad$ and thus that $\left(\gamma_{*}(l)\right)^{*}=\sum_{p-1 \geq i \geq j \geq 1} \alpha_{i j}^{*}$ in the dual basis.

Recall that $p-1 \geq \sum_{j \geq 1} \alpha_{i j}^{*}$ is denoted by $\bar{\alpha}$.
Theorem 11.6. For $p$ odd, and $n+1$ even, there exists a class

$$
\alpha \varepsilon H^{n}\left(B\left(\mathbb{R}^{n+1}, p\right) ; \mathbb{Z}_{p}\right)
$$

uniquely specified by the following two conditions:
(1) $\alpha$ restricts to $\bar{\alpha} \varepsilon \mathbb{B}^{n}\left(F\left(\mathbb{R}^{\mathrm{n}+1}, p\right) ; \mathbb{Z}_{p}\right)$, and
(2) $\mathrm{S} \alpha=-\alpha$.

The proof of Theorem 11.6 is held in abeyance until after the statement of Theorem 11.7.

Theorem 11.7. For p an odd prime,

$$
H^{*}\left(B\left(R^{n+1}, p\right) ; Z_{p}\right)=A_{n+1} \pi \operatorname{Im} f^{*}
$$

as an algebra where

$$
A_{n+1}= \begin{cases}E[\alpha] & \text { if } n+1 \text { is even } \\ Z_{P} & \text { if } n+1 \text { is odd }\end{cases}
$$

$\alpha$ is the class specified in Theorem 11.6, and the Steenrod operations are trivial on $\alpha$.

Proof of Theorem 11.6: By Theorems 8.7 and 8.8, there is a class $\alpha^{\prime} \varepsilon \dot{H}^{n}\left(B\left(\mathbb{R}^{n+1}, p\right) ; Z_{p}\right)$ which restricts to $\bar{\alpha} \varepsilon H^{*}\left(F\left(R^{n+1}, p\right) ; \mathbb{Z}_{p}\right)$. Since the maps $\gamma$ (of Lemma 11.4) and $F\left(R^{n+1}, p\right) \rightarrow B\left(R^{n+1}, p\right)$ are $\pi_{S}$-equivariant, and $S_{l}=-i$ for $l$ the fundamental class of $s^{n}$, we have $S \alpha^{\prime}=-\alpha^{\prime}+v_{B}$ for $v_{B} \varepsilon \operatorname{Im} f^{*}$. Let $\alpha=\alpha^{\prime}-\frac{v_{B}}{2}$. By Proposition 11.1, $S$ fixes $v_{B}$. Hence $S \alpha=-\alpha$.

To check uniqueness, we suppose that there exists another class $\alpha_{1} \varepsilon H^{n}\left(B\left(\mathbb{R}^{n+1}, p\right) ; Z_{p}\right)$ such that $\alpha_{1}$ restricts to $\bar{\alpha} \in H^{n}\left(F\left(\mathbb{R}^{n+1}, p\right) ; \mathbb{Z}_{p}\right)$ and $S \alpha_{1}=-\alpha_{1}$. Then $\alpha_{1}-\alpha=v_{C}$ for $v_{C} \varepsilon \operatorname{Imf}{ }^{*}$. By applying $S$ to both sides of this equation, we see that $\mathrm{v}_{\mathrm{C}}=0$.

Proof of Theorem 11.7: Define $\alpha$ by Theorem 11.6. We first prove the indicated product structure. By the form of $\mathrm{E}_{\infty}$ required by Theorems 8.7 and 8.9 , it is clearly enough to show $\alpha \cdot v_{B}=0$ for $v_{B} \in \operatorname{Imf} *$ 。

Since $v_{B}$ restricts to zero in $H^{*}\left(F\left(R^{n+1}, p\right) ; Z_{p}\right)$, we have $\alpha \cdot v_{B}=v_{C}$ for $V_{C} \varepsilon \operatorname{Imf}{ }^{*}$. We apply $S$ to both sides of this equation, and conclude that $-\mathrm{v}_{\mathrm{C}}=\mathrm{v}_{\mathrm{C}}$, hence $\mathrm{v}_{\mathrm{C}}=0$.

To show that the Steenrod operations are trivial on $\alpha$, we note that $P^{i}{ }_{\alpha}=v_{B}$ for $V_{B} \varepsilon \operatorname{Inf} f^{*}$. We apply $S$ to both sides of this equation and again conclude that $v_{B}=0$.

To calculate the module structure of

$$
H^{*}\left(B\left(R^{\mathrm{n}+1}, \mathrm{p}\right) ; \mathrm{Z}_{\mathrm{p}}(2 \mathrm{q}+1)\right)
$$

over $H^{*}\left(\Sigma_{p} ; Z_{p}\right)$ for $n+1$ odd, we note that by degree considerations,

$$
\begin{aligned}
& \quad H^{*}\left(B\left(R^{n+1}, p\right) ; Z_{p}(2 q+1)\right)=Z_{p} \cdot \lambda \oplus \operatorname{Imf}{ }^{*} \text { as an } H^{*}\left(\Sigma_{p} ; \mathbb{Z}_{p}\right) \text {-module } \\
& \text { if } \min \neq(2 t+1)(p-1) \text {, where } m=\frac{p-1}{2}
\end{aligned}
$$

and $\lambda$ is the class, necessarily unique, which restricts to $\bar{\lambda}$ of
Theorem 8.5. If nm $=(2 t+1)(p-1)$, we exploit the map

$$
i^{*}: H^{*}\left(\operatorname{Hom}_{Z_{p}}\left(C_{*} F ; Z_{p}(q)\right) \rightarrow H^{*}\left(\operatorname{Hom} \pi_{p}\left(C_{*} F ; Z_{p}\right)\right), F=F\left(\mathbb{R}^{n+1}, p\right),\right.
$$

which is a monomorphism by previous remarks. In this case let $\lambda^{\prime} \varepsilon H^{\mathrm{nm}}\left(B\left(\mathbb{R}^{\mathrm{n}+1}, \mathrm{p}\right) ; \mathbb{Z}_{\mathrm{p}}(2 \mathrm{q}+1)\right)$ be an element which restricts to $\bar{\lambda}$. If $\beta u \cdot i^{*}\left(\lambda^{\prime}\right) \neq 0$, then clearly $\beta u^{*} i^{*}\left(\lambda^{\prime}\right)=\beta u \cdot u_{B}$ for some $u_{B}$ in the image of

$$
H^{*} \cdot\left(\frac{F\left(R^{\infty}, p\right)}{\pi_{p}} ; Z_{p}\right) \rightarrow H^{*}\left(\operatorname{Hom}_{\pi_{p}}\left(C_{*} F ; Z_{p}\right)\right) .
$$

Obviously, we may choose a class

$$
\lambda \varepsilon \mathrm{H}^{\mathrm{nm}}\left(\mathrm{~B}\left(\mathbb{R}^{\mathrm{n}+\mathrm{I}}, \mathrm{p}\right) ; \mathrm{Z}_{\mathrm{p}}(2 \mathrm{q}+1)\right),
$$

such that $i^{*} \lambda=i^{*} \lambda^{\prime}-u_{B}$. Clearly (I) $\lambda$ restricts to $\bar{\lambda}$, and (2) $\mathrm{Bu} \cdot \mathrm{i}^{*}(\lambda)=0$. We claim that these two conditions uniquely determine $\lambda$. For suppose that $\lambda_{1}$ restricts to $\bar{\lambda}$ and $\beta u \cdot i^{*}\left(\lambda_{1}\right)=0$; then $\lambda-\lambda_{I}=u_{C} \varepsilon \operatorname{Imf}{ }^{*}$ and $\beta u \cdot i^{*}\left(\lambda-\lambda_{I}\right)=0$. However, if $u_{C} \neq 0$, then since the degree of $\beta u \cdot i^{*}\left(u_{C}\right)$ is $2+n m \leq n(p-1), \beta u \cdot i^{*}\left(u_{i}\right) \neq 0$. Consequently, $u_{C}=0$ and the uniqueness property is proved
Furthermore, $u$ must annihilate $i^{\star} \lambda$ for if $u \cdot i^{*} \lambda=u_{D} \neq 0$, then, again by degree considerations, we have $\beta u \cdot u_{D} \neq 0$. This is a contradiction and so $u_{D}=0$. Since $i^{*}$ is a monomorphism and the restriction

$$
i^{*}\left(\pi_{p} ; \Sigma_{p}\right): H^{*}\left(\Sigma_{p} ; Z_{p}\right) \rightarrow H^{*}\left(\pi_{p} ; Z_{p}\right)
$$

is a map of rings, we have that all elements of positive degree in $H^{*}\left(\Sigma_{p} ; Z_{p}\right)$ annihilate $\lambda$. In summary, we have

Theorem 11.8. For q and $\mathrm{n}+1$ odd, there exists an element

$$
\lambda \in H^{\mathrm{nm}}\left(B\left(\mathbb{R}^{\mathrm{n}+1}, \mathrm{p}\right) ; \mathbb{Z}_{\mathrm{p}}(\mathrm{q})\right)
$$

uniquely specified by the following two conditions
(1) $\lambda$ restricts to $\bar{\lambda} \varepsilon H^{n m}\left(F\left(\mathbb{R}^{n+1}, p\right) ; Z_{p}\right) \quad$ and
(2) $\mathrm{Bu} \cdot \mathrm{i}^{*}(\lambda)=0$.

Furthermore, $H^{*}\left(B\left(R^{\mathrm{n}+1}, \mathrm{p}\right) ; \mathrm{Z}_{\mathrm{p}}(\mathrm{q})\right)=\mathrm{M}_{\mathrm{n}+1} \oplus \operatorname{Imf*}$ as an $\mathrm{H}^{*}\left(\Sigma_{\mathrm{p}} ; \mathrm{Z}_{\mathrm{p}}\right)$-module, where

$$
M_{n+1}= \begin{cases}0 & \text { if } n+1 \text { is even } \\ Z_{p} \cdot \lambda & \text { if } n+1 \text { is odd }\end{cases}
$$

We close this section with a proof of the product structure described in Theorem 5.4.

By abuse of notation, we let $\alpha$ denote $i *\left(\pi_{p} ; \Sigma_{p}\right)(\alpha)$ and $\lambda$ denote $i *\left(\pi_{p} ; \Sigma_{p}\right)(\lambda)$. To show that $\alpha \cdot \operatorname{Imf} *=\lambda \cdot \operatorname{Imf*}=0$ in $H^{*}\left(\frac{F\left(\mathbb{R}^{n+1}, p\right)}{\pi_{p}} ; Z_{p}\right)$, it suffices to show that $\alpha \cdot \mathbf{u}=\alpha \cdot \beta u=0$ for $n+1$ even and $\lambda \cdot u=\lambda \cdot \beta u=0$ for $n+1$ odd, where $u$ is the one dimensional class in the image of $H^{*}\left(B \pi_{p} ; z_{p}\right)$. Since $u$ and $B u$ go to zero under the map $\left.H^{*}\left(\frac{F\left(\mathbb{R}^{n+1}\right.}{\pi_{p}}, p\right) ; \mathbb{Z}_{p}\right) \rightarrow H^{*}\left(F\left(\mathbb{R}^{n+1}, p\right) ; \mathbb{Z}_{p}\right)$ and $\alpha$ is an odd dimensional class, it follows immediately that $\alpha \cdot u=k(\beta u)^{j}$ for $j=\frac{n+1}{2}$
and some $k$. Since $\beta \alpha=0$, we have $\beta i^{*}\left(\pi_{p} ; \Sigma_{p}\right)(\alpha)=0$. This information together with the equation $\alpha \cdot u=k(\beta u)^{j}$ implies that $\alpha \cdot \beta u=0$. To show that $k=0$, we first observe that $i^{*}\left(\pi_{p} ; \sum_{p}\right)(v)=u(\beta u)^{p-2}$. Hence

$$
\begin{aligned}
& 0=i^{*}\left(\pi_{p} ; \Sigma_{p}\right)(\alpha \cdot v)=\alpha \cdot u \cdot(\beta u)^{p-2}, \quad \text { and } \\
& 0=k(\beta u)^{j+p-2}
\end{aligned}
$$

If $n>2$, then $\frac{n+1}{2}+p-2=j+p-2 \leq n\left(\frac{p-7}{2}\right.$ and consequently
$(\beta u)^{j+p-2}$ is non-zero in $H^{*}\left(\frac{F\left(\mathbb{R}^{n+1}, p\right)}{\pi_{p}} ; \mathbb{Z}_{p}\right)$ and $k=0$. The case $n=1$ is easily disposed of by use of the map $S$; the details are left to the reader.

Since $\lambda \in H^{n m}\left(B\left(\mathbb{R}^{n+1}, p\right) ; \mathbb{Z}_{p}(2 q+1)\right), n+1$ odd, $p>2$, and the Steenrod operations are trivial in $H * F\left(\mathbb{R}^{n+1}, p\right)$ [Prop. 7.8] it follows that $u \cdot \lambda=r u(\beta u)^{\ell}$ and $B \lambda=\operatorname{tu}(\beta u)^{\ell}, \ell>0$. But $0=\beta^{2} \lambda=\beta(t u(\beta u))=t(\beta u)^{\ell+1}$. Hence $t=0$ and $B \lambda=0$. The conclusion that $r=0$ is in Theorem 11.8. Thus $u \cdot \lambda=0$, and $\beta u \cdot \lambda=0$ fallows.
12. Auxiliary calculations

We present some auxiliary calculations to the previous 7 sections. These calculations provide a natural setting in which to proceed to the derivation of many of the formulas of section 1 . Our main geometric lemma [12.1] allows us to calculate the map

$$
\begin{aligned}
\gamma_{*} & : H_{*} \zeta_{\mathrm{n}+1}(k) \otimes H_{*} \zeta_{\mathrm{n}+1}\left(i_{1}\right) \otimes \ldots \otimes H_{*} \zeta_{\mathrm{n}+1}\left(i_{k}\right) \rightarrow H_{*} \zeta_{\mathrm{n}+1}(j), \\
& j=i_{1}+\ldots+i_{k},
\end{aligned}
$$

on primitives. Dualization of this information yields a proof of Lemma 12.4 which we translate into conceptually useful results in terms of Browder operations and Pontrjagin products [Theorem 12.3]. The final result of this section is the calcuation of $H_{*}\left(\frac{\zeta_{n+1}(p+1)}{\pi_{p}}\right)$ and the map $\gamma_{*}: H_{*}\left(\xi_{n+1}(2) \times \frac{\xi_{n+1}(p)}{\pi_{p}} \times \zeta_{n+1}(1)\right)+\frac{H_{*} \xi_{n+1}(p+1)}{\pi_{p}}$. This information allows us to determine the formulas for $\lambda_{n}\left(\beta^{\varepsilon} Q^{s} x, y\right)$ and $\lambda_{n}\left(\zeta_{n} x, y\right)$ in the next section.

To begin, we let $\alpha_{r, s}$ denote the element in $H_{n} \zeta_{n+1}(\ell)$ given by the map $s^{\mathrm{n}} \xrightarrow{\alpha_{r, s}} \mathbb{F}\left(\mathbb{R}{ }^{\mathrm{n}+1}, \ell\right) \xrightarrow{\mathrm{I}_{\ell}} \zeta_{\mathrm{n}+1}(\ell)$. ( $\mathrm{f}_{\ell}$ is the equivariant embedding of $F\left(\mathbf{R}^{n+1}, \ell\right)$ in $\zeta_{n+1}(\ell)$ defined in $\left.[G ; 4.8].\right)$ We now define a map

$$
\phi_{t}: \zeta_{n+1}\left(i_{t}\right) \rightarrow \zeta_{n+1}(k) \times \zeta_{n+1}\left(i_{1}\right) \times \ldots \times \zeta_{n+1}\left(i_{k}\right), 1 \leq t \leq k
$$

by fixing points $c_{k} \varepsilon \zeta_{n+1}(k), c_{i_{\text {m }}} \varepsilon \zeta_{n+1}\left(i_{\text {mII }}\right), m \neq t$ and setting
$\phi_{t}(x)=\left(c_{k}, c_{1}, \ldots, c_{i_{t}-1}, x, c_{i_{t}+1}, \ldots, c_{k}\right)$. We define

$$
\psi: \zeta_{n+1}(k)+\zeta_{n+1}(k) \times \zeta_{n+1}\left(i_{1}\right) \times \ldots \times \zeta_{n+1}\left(i_{k}\right)
$$

similarly. Denote $\phi_{t^{*}}\left(\alpha_{r, s}\right)$ by $\alpha_{r, s, i_{t}}$ and $\psi_{*}\left(\alpha_{r, s}\right)$ by $\alpha_{r, s, k}$.
Lemma 12.1. (1) $Y_{*}\left(\alpha_{r, s, i_{t}}\right)=\alpha_{r+x, s+x}$ where $x=\sum_{j=1}^{t-1} i_{j}$ (where, by convention, we set $x=0$ if $t=1$.)
(2) $\quad \gamma_{\dot{f}}\left(\alpha_{r, s, k}\right)=\sum_{l=0}^{i_{r+1}^{-1}} \sum_{m=1}^{i_{s}} \alpha_{i_{1}+\cdots+i_{r}+2, i_{1}+\cdots+i_{s-1}+m}$.

Proof: (1): Consider the composite

$$
\begin{aligned}
& s^{n} \xrightarrow{\alpha_{r, s}} F\left(\mathbb{R}^{n+1}, i_{t}\right) \xrightarrow{f_{i_{t}}}{\underset{n}{n+1}}\left(i_{t}\right) \xrightarrow{\phi_{t}} \zeta_{n+1}(k) \times \zeta_{n+1}\left(i_{1}\right) \times \ldots \\
& \times \zeta_{n+1}\left(i_{k}\right) \xrightarrow{\gamma} \zeta_{n+1}(j) \xrightarrow{g_{j}} F\left(\mathbb{R}^{n+1}, j\right)
\end{aligned}
$$

where $g_{j}$ is the equivariant retraction of $\zeta_{n+1}(j)$ onto $F\left(\mathbb{R}^{n+1}, j\right)$ [ $G ; 4.8]$. A picture of the composite is instructive:


By definition of the class $\alpha_{r, s} \varepsilon H_{*} F\left(\mathbb{R}^{p+1}, j\right)$, we visibly have the formula

$$
\left(g_{j} \circ \gamma \circ \dot{\phi}_{t} \circ f_{i_{t}}^{0 \alpha} r, s\right)_{*}(1)=\alpha_{r+x, s+x}
$$

where $x=i_{1}+\ldots+i_{t-1}$ and $l$ is a fixed fundamental class of $s^{n}$.
Since $g_{j}$ is an equivariant homotopy equivalence, (1) is verified.
(2): As above, we consider the composite

$$
\begin{aligned}
& S^{n} \xrightarrow{\alpha_{r, s}} F\left(\mathbb{R}^{n+1}, k\right) \xrightarrow{f_{k}} \zeta_{n+1}(k) \xrightarrow{\psi} \zeta_{n+1}(k) \times \zeta_{n+1}\left(i_{1}\right) \times \ldots \\
& \times \zeta_{n+1}\left(i_{k}\right) \xrightarrow{\Upsilon} \zeta_{n+1}(j) \xrightarrow{g_{j}} F\left(\mathbb{R}^{n+1}, j\right) .
\end{aligned}
$$

We again appeal to a picture:


Figure 6.

Visibly, $\quad\left(g_{j} \text { oyou० } f_{k} \sigma \alpha_{r, s}\right)_{*}(\Omega)=F_{0}+\ldots+F_{i_{r+1}-1}$ where

$$
F_{v}=\sum_{m=0}^{i_{s}} \quad \alpha_{i_{1}}+\cdots+i_{r}+v, i_{1}+\cdots+i_{s-1}+m \quad, \quad v=0, \ldots, i_{r+1}-1 .
$$

We are done.

Remark 12.2. The homology of $\zeta_{n+1}\left(i_{t}\right), 1 \leq t \leq k$, embeds very nicely in $H_{\hbar} \zeta_{n+1}(j)$ via translations of the classes $\alpha_{r, s} \varepsilon H_{\hbar} \zeta_{n+1}\left(i_{t}\right)$. By Lemma 12.1, the classes in $\gamma_{*} H_{*} \zeta_{n+1}(k)$ represent an algebraic "amalgamation" of the pieces $H_{*} \zeta_{n+1}\left(i_{t}\right)$ which corresponds to the geometric amalgamation given by $\gamma$. It is because of this amalgamation that the Browder operations behave so well.

Theorem 12.3. Let $\eta \in H_{s n} \zeta_{n+1}(k)$. Then $\theta_{k \star}\left(\eta \otimes x_{1} \ldots \otimes x_{k}\right)$ is an operation in $k$ variables which is natural with respect to maps of $\zeta_{\mathrm{n}+1}$-spaces and is given by a sum of classes, each. of which is given by $s$ Browder operations and $\mathrm{k}-\mathrm{s}-1$ Pontrjagin products in some order on the variables $x_{1}, \ldots, x_{k}$. In particular, for each $v \varepsilon \mathcal{H}_{(k-1) n_{n} \delta_{n+1}(k) \text {, }}$

$$
\theta_{k *}\left(\nu \otimes x_{1} \otimes \ldots \otimes x_{k}\right)=\sum c_{v, \sigma} a_{n}\left(x_{\sigma(1)}\right) \ldots a d_{n}\left(x_{\sigma(k-1)}\right)\left(x_{\sigma(k)}\right)
$$

where $c_{v, \sigma}$ are constants and $\sigma$ runs over some fixed subset of $\Sigma_{k}$. (Compare Theorem 12.3 to Lemma 4.3.)

Theorem 12.3 will follow directly from the following lemma. Lemma 12.4: Let $\gamma^{1}$ and $\gamma^{2}$ denote the following structure maps of operads:

$$
\begin{aligned}
& r^{1}: \zeta_{n+1}(2) \times \zeta_{n+1}(k-1) \times \zeta_{n+1}(1) \longrightarrow \zeta_{n+1}(k), \quad \text { and } \\
& r^{2}: \zeta_{n+1}(2) \times \zeta_{n+1}(k-2) \times \zeta_{n+1}(2) \longrightarrow \zeta_{n+1}(k)
\end{aligned}
$$

If $\alpha_{I} \in H_{s n} \zeta_{n+1}(k), 1 \leq s \leq k-1$, is the dual basis element to
the admissible monomial $\alpha_{I}^{*}$, then $\alpha_{I}=\sum \sigma_{J} \alpha_{J}$ for some collection of elements $\quad g \in$ Image $\gamma_{k}^{i}, i=1,2$, and $g_{J} \varepsilon \Sigma_{k}$.

We prove 12.4 by use of Lemma 12.1 and a sequence of algebraic lemmas, after which we prove 12.3. We must first recover information concerning the action of $\Sigma_{k}$ on the dual basis elements $\alpha_{I}$ dual to the admissible monomials $\alpha_{I}^{*}$. Given an admissible sequence
$I=\left(i_{1}, j_{1}, \ldots, i_{m}, j_{m}\right)$, we may read off the action on the classes $\alpha_{I}^{*}$
by Lemma 7.5 and the product structure specified in Lemma 7.7. Dualization via the Kronecker pairing $\left\langle\tau \alpha_{I}, X^{*}\right\rangle=\left\langle\alpha_{I}, \tau^{-1} X_{x}^{*}\right\rangle$ yields the desired result.

Lemma 12.5. Let $\tau$ denote the transposition $\tau_{i_{\ell}}$.

$$
\begin{aligned}
& (-1)^{n_{\alpha_{J}}} \text {, where } J=\left(i_{1}, j_{1}, \ldots, i_{\ell-1}, j_{\ell}, i_{\ell}, j_{\ell-1}, i_{\ell+1}, j_{\ell+1}, \ldots, i_{m}, T_{j} m\right) \\
& \quad \text { if } j_{\ell} \neq j_{\ell-1}, i_{\ell-1}+1=i_{\ell} \text { and } j_{\ell}<i_{\ell} .
\end{aligned}
$$

$$
(-1)^{n}\left(\alpha_{K}+\alpha_{L}\right) \text { where } K=\left(i_{1}, \ldots, i_{\ell-1}, j_{\ell-1}, i_{\ell}, j_{\ell-1}, i_{\ell+1}, \tau j_{\ell+1}, \ldots, i_{m}, \tau i_{m}\right)
$$

${ }^{\tau \alpha_{I}}=$
and $L=\left(i_{1}, \ldots, i_{\ell-1}, j_{\ell-1}, i_{\ell}, i_{\ell}, i_{\ell+1}, T j_{\ell+1}, \ldots, i_{m}, \tau j_{m}\right)$ if $i_{\ell-1}+1=i_{\ell}$, and $j_{\ell-1}=j_{\ell}$,
$(-1)^{n+1} \alpha_{M}$ where $M=\left(i_{1}, \ldots, i_{\ell-1}, j_{\ell-1}, i_{\ell}, i_{\ell}, i_{\ell+1}, i_{j_{\ell+1}}, \ldots, i_{m}, i_{j_{m}}\right)$
if $i_{\ell}=j_{\ell}$ and $i_{\ell-1}+I \leq i_{\ell}$,
$\alpha_{N}$ where $N=\left(i_{1}, \ldots, i_{\ell-1}, j_{\ell-1}, i_{\ell-1}, j_{\ell}, i_{\ell+1}, \tau j_{\ell+1}, \ldots, i_{m}, \tau j_{m}\right)$ otherwise
$\underline{\text { Lemma 12.6. Let } \beta=\sum_{x=1}^{k-1} \alpha_{I_{x}} \text { where } I_{x}=\left(1,1,2, j_{2}, \ldots, k-2, j_{k-1}, k-1, x\right) ~}$
for fixed $j_{i}, 2 \leq i \leq k-2$. Fix integers $r$ and $i$ such that
$1 \leq k-r \leq i-1$. Let $\lambda=\tau_{k-r} \circ \tau_{k-r+1} \circ \ldots o \tau_{k-1}$ and
$\lambda_{i}=\tau_{k-r} \circ \ldots \circ \tau_{i-1}$. Then $\lambda \beta=(-1)^{n r} \sum_{x=1}^{k-r-1} \alpha_{J_{x}}$ where
$J_{x}=\left(1,1,2, j_{2}, \ldots, k-r-2, j_{k-r-2}, x, x-r, j_{k-r-1}, k-r+1, \lambda_{k+r+1}\left(j_{k-r}\right), \ldots, k-1, \lambda_{k-1}\left(j_{k-2}\right)\right)$.
The proof of 12.6 is immediate from 12.5 and induction on $r$.

Proof of 12.4: We break up our proof into two cases. First suppose that $\mathrm{s}<\mathrm{k}-1$. By 12.1, $\quad \gamma_{*}^{1}\left(e_{0}^{\otimes \alpha_{i j}} \otimes e_{0}\right)=\alpha_{i j}, \gamma_{\dot{*}}^{2}\left(e_{0} \otimes \alpha_{i j} \otimes e_{0}\right)=\alpha_{i j}$, and $\gamma_{*}^{2}\left(e_{0} \otimes e_{0} \otimes \alpha_{11}\right)=\alpha_{k-1, k-1}$. By the obvious double dualization argument, $\alpha_{I} \varepsilon \operatorname{Im} \gamma_{*}^{1}$ provided $I=\left(i_{1}, j_{1}, \ldots, i_{s}, j_{s}\right)$ for $i_{s}<k-I$. Again by double dualization, it follows that $\gamma_{*}^{2}\left(e_{0} \otimes \alpha_{I} \otimes \alpha_{11}\right)=\alpha_{J}$ for $J=(I, k-1, k-1)$. Let $V_{I, r}$ denote the $\mathbb{Z}_{p}$-subspace spanned by elements $\alpha_{K}, K=(I, k-1, r), K$ admissible. By Lemma 12.5, $\eta\left(V_{I, k-1}\right) \subset V_{I, j}$ for $\eta=\tau_{j} \circ \ldots \circ \tau_{k-2}$. Since $\eta$ is an isomorphism of vector spaces, the 1emma is proved provided $1 \leq s<k-1$.

We proceed to the case $s=k-1$. By double dualization arguments, we see that $\gamma_{*}^{2}\left(\alpha_{11} \otimes \alpha_{I} \otimes \alpha_{11}\right)= \pm \alpha_{J}$ for appropriate $I$ where $J$ has the form ( $1,1,2, j_{2}, \ldots, k-2, j_{k-2}, k-1, k-1$ ). The result follows from previous remarks.

Proof of 12.3: We recall that the diagram below commutes [ $G$ ]:

$$
\zeta_{n+1}(2) \times \zeta_{n+1}(k-j) \times \zeta_{n+1}(j) \times x^{k} \times \zeta_{n+1}(k) \times x^{k}
$$

By the definition of the operations $\lambda_{n}$, Lemma 12.4 , and the obvious induction, Theorem 12.3 is demonstrated.

We now calculate $\left.H^{*} \frac{\left(\zeta_{n+1}(p+1)\right.}{\pi_{p}} ; \mathbb{Z}_{p}\right)$. Give $\zeta_{n+1}(p+1)$ the $\Sigma_{p}$-action
defined by the inclusion $\Sigma_{p}=\Sigma_{p} \times\{1\} \leq \Sigma_{p+1}$ and the evident action of $\Sigma_{\mathrm{p}+1}$ on $\zeta_{\mathrm{n}+1}(\mathrm{p}+1)$. Let $\sigma=\tau_{1} \circ \ldots$ o $\tau_{\mathrm{p}-1}$. By Proposition 7.2

$$
\begin{array}{ll}
\alpha_{i+1, j+1} & \text { if } i<p-1 \\
(-1)^{n+1} \alpha_{j, 1} & \text { if } i=p-1 \\
\alpha_{p, j+1} & \text { if } j<i=p \\
\alpha_{p, 1} & \text { if } j=i=p .
\end{array}
$$

By dualizing, we observe that $H^{*} \zeta_{n+1}(p)=A \oplus B$ as a $\mathbb{Z}_{p} \pi_{p}$-module where $\pi_{p}$ is generated by $\sigma$, A has an additive basis given by

$$
\left\{\alpha_{J}^{*} \mid J \text { admissible, } J=\left(i_{1}, j_{1}, \ldots, i_{k}, j_{k}\right), i_{k}<p\right\}
$$

and $B$ has an additive basis given by
$\left\{\alpha_{I}^{*} \mid I\right.$ admissible, $\left.I=\left(i_{1}, j_{1}, \ldots, i_{k_{j}} j_{k}\right), i_{k}=p\right\}$.

It is trivial to see that the cyclic group $\pi_{p}$ generated by $\sigma$ acts freely on $B$. Hence $H^{*}\left(\pi_{p} ; B\right)=B^{\pi} p$, the classes in $B$ fixed under the action of $\pi_{p} \cdot H^{*}\left(\pi_{p} ; A\right)$ has been calculated in section 8 . Using the spectral sequence for a covering, the fact that $\frac{F\left(\mathbb{R}^{n+1}, p\right)}{\pi_{p}}$ is a $p(n+1)$-manifold, and the requisite periodicity of the differentials in the spectral sequence (see section 8. for details), we trivially have

Lemma 12.7. If $n \geq 1$,

$$
\left.H^{*} \frac{\left(\zeta_{n+1}(p+1)\right.}{\pi_{p}} ; \mathbb{Z}_{p}\right)=\operatorname{Imf}^{*} \pi C \text {, additively }
$$

where Imf* is a subalgebra over the Steenrod algebra and is given by the image of the classifying map $\left.f^{*}: H^{*}\left(B \pi_{p} ; \mathbb{Z}_{p}\right) \rightarrow H^{*} \frac{\left(\zeta_{n+1}(p+1)\right.}{\pi_{p}} ; \mathbb{Z}_{p}\right)$ specified in section 5, Kerf* is the ideal of $E *\left(B \pi_{p} ; \mathbb{Z}_{p}\right)$ which consists of all elements of degree greater than $n(p-1)$, and $C$ is a subalgebra of classes in $H^{*} \zeta_{n+1}$ ( $p$ ) fixed under $\pi_{p}$. Furthermore, an additive basis may be chosen which extends the standard basis for Imf* and is such that $B X=0$ for $x$ a basis element which is not in Imf*.

As in section 5, we are deliberately incomplete in our description of c.

Note that the second statement of Lemma 12.7 follows directly from the action of the Bockstein on $H^{*}\left(B \pi_{p} ; \mathbb{Z}_{p}\right)$ and the fact that the Steenrod operations are trivial in $\mathrm{H}^{*} \zeta_{\mathrm{n}+1}(\mathrm{p}+1)$ [Prop. 7.8]. We remark that with some added work, the precise algebra extension over the Steenrod algebra can be calculated, but this extra information is irrelevant to our work.

By the equivariance conditions [G;1.1] satisfied by $\gamma$, we see that $\gamma$ induces a map of quotient spaces

$$
\gamma: \zeta_{n+1}(2) \times \frac{\zeta_{n+1}(p)}{\pi_{p}} \times \zeta_{n+1}(1) \rightarrow \frac{\zeta_{n+1}(p+1)}{\pi_{p}} .
$$

We obtain information about $\quad Y_{*}$ here.

Lemma 12.8. (1) $\gamma_{t}\left(\alpha_{11} \otimes e_{i} \otimes e_{0}\right)=0$ if $i<n(p-1)$, and $i=k(p-1)-E$,
$\varepsilon=0,1$. (2) $\gamma_{*}\left(\alpha_{11} \otimes e_{n(p-1)} \otimes e_{0}\right)$ is in the image of the map

$$
\dot{H}_{n p} \zeta_{n+1}(p+1) \rightarrow H_{n p} \zeta_{n+1}(p+1)
$$

Proof. We break up the proof of (1) into three cases. If $n=1$, it is enough to show that $\gamma_{*}\left(\alpha_{11} \otimes e_{i} \otimes e_{0}\right)$ when $i=0$ or, if $p>2$, when $i=p-2$. If $\left.x \in H^{p-1} \frac{\zeta_{2}(p+1)}{\pi_{p}} ; \mathbb{Z}_{p}\right), p>2$, then $\beta_{x}=0$ by Lemma
12.7. Since $B\left(\alpha_{11} \otimes e_{p-2} \otimes e_{0}\right)^{*} \neq 0$ for $p$ odd where $\left(\alpha_{11} \otimes e_{p-2} \otimes e_{0}\right)^{*}$ is the class in $H^{p-1}\left(\zeta_{2}(2) \times \frac{\zeta_{2}(p)}{\pi_{p}}\right)$ dual to $\alpha_{11} \otimes e_{p-2} \otimes e_{0}$, we have
$\gamma_{*}\left(\alpha_{11} \otimes e_{p-2} \otimes e_{0}\right)=0$. Let $i=0$; we calculate $\gamma_{*}\left(\alpha_{11} \otimes e_{0} \otimes e_{0}\right)$ by the commutative diagæam

$\gamma_{*}\left(\alpha_{11} \otimes e_{0} \otimes e_{0}\right)=\gamma_{*} \pi_{*}^{\prime}\left(\alpha_{11} \otimes e_{0} \otimes e_{0}\right)=\pi_{*} \gamma_{*}\left(\alpha_{11} \otimes e_{0} \otimes e_{0}\right)=\pi_{*}\left(\alpha_{p, 1}+\ldots+\alpha_{p, p}\right)$, by Lemma 12.1. Reca11 [table (\#) or Lemma 7.6] that

$$
\alpha_{p, i}= \begin{cases}\alpha_{p, i+1} & \text { if } i<p \\ \alpha_{p, 1} & \text { if } i=p .\end{cases}
$$

It follows easily that $\pi_{\star}{ }_{p}, i=\pi_{\star}{ }^{\alpha} p, 1$, $i \geq 1$ [This fact is checked by recalling the $\mathrm{E}_{0, *}^{2}$-term of the spectral sequence for a covering and the definition of $\left.H_{0}\left(\pi_{p} ; M\right).\right]$ Consequently $\gamma_{\star}\left(\alpha_{11} \otimes e_{0} \otimes e_{0}\right)=0$.

If $n>2$, suppose that $\gamma^{*}(x)=c\left(\alpha_{11} \otimes e_{i} \otimes e_{0}\right)^{*}+$ other terms for $x \in \mathbb{H}^{*} \frac{\zeta_{\mathrm{n}+1}(\mathrm{p}+1)}{\pi_{\mathrm{p}}}$. By Lemma 12.7 and the algebra structure of Theorem 5.4, there exist $\varepsilon=0,1$ and $s \geq 0$ such that $\left(e_{1}^{*}\right)^{\varepsilon} \cdot\left(\beta\left(e_{1}^{*}\right)\right)^{s} \cdot x=0$, $\left.\left(e_{1}^{*}\right)^{\varepsilon}\left(\beta\left(e_{1}^{*}\right)\right)^{\delta} \cdot\left(\alpha_{11} \times e_{i} \otimes\right\rangle e_{0}\right)^{*} \neq 0$, and $n(p-1)<\varepsilon+2 s+n+i<n p$ for $i<n(p-1)$. It follows that $c=0$, and consequently $\gamma_{*}\left(\alpha_{11} \otimes e_{i} \otimes e_{0}\right)=0$ for $i<n(p-1)$.

If $n=2$, it is easy to see that $\gamma_{*}\left(\alpha_{11} \otimes e_{i} \otimes e_{0}\right)=0$ when $i=0$, $\mathrm{p}-2$ or $2 \mathrm{p}-3$ by similar arguments to those used in case $\mathrm{n}=1$. If $\mathrm{i}=\mathrm{p}-1$, we use arguments similar to those used in cases $\mathrm{n}>2$.
(2): By lemma 12.7, the only classes in $\frac{H_{n p} \zeta_{n+1}(p+1)}{\pi_{p}}$ are in the image of the map $H_{n p} \zeta_{n+1}(p+1) \rightarrow H_{n p} \zeta_{\frac{n+1}{}}^{\pi_{p}}(p+1)$.

Remarks 12.9. Observe that we may use $\Sigma_{p}$ instead of $\pi_{p}$ in our arguments (with troublesome modifications necessary in the case of twisted coefficients). By degree considerations, it is immediate that $\gamma_{\star}\left(\alpha_{11} \otimes e_{i} \otimes e_{0}\right)=0$ if $n+i \neq 0(\mathrm{n})$ or $(p-1-\varepsilon), \varepsilon=0,1$. Hence our calculations are at least plausible.

## 13. Geometry of Browder operations

Let $g: \Sigma_{2} \rightarrow \Sigma_{p}$ be a non-trivial homomorphism such that $g$ (generator) interchanges $j$ and $k$. Further suppose that $h: J^{n+1} \Sigma_{p}+\zeta_{n+1}(p)$ is $\Sigma_{p}$-equivariant where $J^{n+1} G$ denotes Minnor's $(n+1)$-st join of the group G. Transparently the composite $J^{n+1} \Sigma_{2} \xrightarrow{J^{n+1} g} J^{n+1} \Sigma_{p} \xrightarrow{h} \zeta_{n+1}$ (p) $\xrightarrow{\pi} \zeta_{n+1}$ (2) is $\Sigma_{2}$-equivariant where $\left.\pi<c_{1}, \ldots, c_{p}\right\rangle=\left\langle c_{j}, c_{k}\right\rangle$. It is trivial to show, by use of the spectral sequence for a covering, that if $X$ and $Y$ are $\mathbb{Z}_{p}$-homology spheres equipped with free $\pi_{p}$-actions and $f: X \rightarrow Y$ is $\pi_{p}$-equivariant, then $f_{*} \neq 0$. Since $J^{n+1_{\Sigma}}{ }_{2}$ and $\zeta_{n+1}$ (2) are homology spheres (see section 5), $\pi_{*} \circ \mathrm{~g}_{*} \circ \mathrm{f}_{*}$ is non-zero. Consequently $h$ cannot be equivariantly extended to a map from $J^{n+2} \Sigma_{p}$ into $\zeta_{n+1}(p)$. This observation indicates that the operations described in Theorems 1.1 and 1.3 cannot be defined in the entire range by the method of Dyer and Lashof (for odd primes). In fact, since the following diagram commutes, (where $\sigma_{i}$ is defined in $[G ; 2.3]$ )

we observe that it is precisely the presence of Browder operations which prevents all of the $\beta^{\varepsilon_{Q}}$ and $\beta^{\varepsilon} \xi_{n}$ to be defined by use of the join.

We investigate further the properties of Browder operations using methods naturally suggested by the structure map of the little cubes operad.

If we wish to calculate a particular formula, we need only substitute appropriate numbers in the composite map $\theta_{k^{*}} \circ\left(\theta_{i_{1} *}^{*} \ldots \otimes \theta_{i_{k} *}\right) \circ\left(1 \otimes \sum_{k} \otimes I\right)$ for the diagram


DIAGRAM 13.1

We use commutativity of this diagram [ $G$; 1.4] and our homological calculations [55-12] to achieve the desired results. It should be observed that the structure map, $\gamma$, of the little cubes operad carries all the information, quite elegantly and beautifully, sufficient for a complete theory of homology operations on $\bigodot_{n+1}$-spaces. Observe first of all, that the properties in Theorem 1.2(1)-(6) except the internal Cartan formula have already been demonstrated in $[A ; 56]$. (Recall that 1.2(6) is commutation with homology suspension).

We already know the map $\gamma_{*}$ on the primitives [12.1]. We use this information to precisely identify, in terms of Browder operations and Pontrjagin products, the operations determined by the classes $\alpha$ and $\lambda$ in the cohomology of braid spaces. The method of proof here is representative of the spirit of our proofs throughout this section. Let
$\alpha_{*}$ and $\lambda_{*}$ denote the basis elements which are dual to the basis elements $\alpha$ and $\lambda$ specified in Theorems 5.2 and 5.3.

## Corollary 13.2.

(1) $\theta_{*}\left(\alpha_{*} \otimes x^{p}\right)=-\lambda_{n}(x, x) * x^{p-2}$ if degree ( $x$ ) is even and $n$ is odd.
(2) $\theta_{\dot{\prime}}\left(\lambda_{\hbar} \otimes x^{P}\right)=(-1)^{\frac{p-1}{2}}\left(\lambda_{n}(x, x)\right)^{\frac{p-1}{2} *} x$ if degree $(x)$ is odd and $n$ is even.

Remark 13.3. Visibly, the operations in Corollary 13.2 (1) and (2) are non-trivial; up to constant multiples, these are the only operations in one variable other than the $\beta^{\varepsilon} Q^{s}$ and $\beta^{\varepsilon} \xi_{n}$ which can occur in the p-th filtration of $H_{\star} C_{n+1} X$ [see section 4]. It is amusing to observe that the somewhat artificial looking classes $\alpha$ and $\lambda$ are, for the above reasons, precisely the classes in the cohomology of braid spaces which cannot be in the image of $H^{*}\left(B \Sigma_{p} ; \mathbb{Z}_{p}(q)\right)$.

Corollary 13.2 will follow directly from the following corollary of the geometric calculations in 12.1.

## Corollary 13.4

(1) Consider $\gamma_{*}: H_{n} \zeta_{n+1}(2) \otimes H_{*} \oint_{n+1}(k-1) \otimes H_{*} \zeta_{n+1}(1) \rightarrow H_{*} \zeta_{n+1}(k)$. $\gamma_{ \pm}\left(e_{0} \otimes \alpha_{11} \otimes e_{0}\right)=\alpha_{11}$ where $e_{0}$ is the evident zero dimensional class.
(2) Consider $\gamma_{*}: H_{*} \bigodot_{n+1}(k) \otimes H_{*} \oint_{n+1}(2)^{j} \otimes H_{*} \oint_{n+1}(k-2 j) \rightarrow H_{*} \oint_{n+1}(k)$. $\gamma_{*}\left(e_{0} \otimes\left(\alpha_{11}\right)^{j} \otimes e_{0}\right)=\alpha_{I}, \quad I=(1,1,3,3,5,5, \ldots 2 j-1,2 j-1)$ where $\alpha_{I}$ is the basis element in $H_{*} \oint_{n+1}(k)$ dual to the admissible monomial $\alpha_{I}^{*}$ in $H^{*} \zeta_{n+1}(k)$.

Proof of 13.4: (1) is immediate from Lemma 12.1 for statement (2), we note that $\gamma_{\infty}\left(e_{0} \otimes e_{0}^{s} \otimes \alpha_{11} \otimes e_{0}^{j-s-1}\right)=\alpha_{2 s-1,2 s-1}$ by Lemma 12.1. Dualizing, we observe that $\gamma\left(\alpha_{J}^{*}\right)=\varepsilon\left(e_{0} \otimes \alpha_{11} \otimes \ldots \otimes \alpha_{11} \otimes e_{0}\right)^{*}+$ other terms, for $\alpha_{J}^{*}$ an admissible monomial where $\varepsilon=0$ if $\alpha_{J}^{*} \neq \alpha_{11}^{*}{ }^{\alpha}{ }_{33}^{*} \ldots \alpha_{2 j-1,2 j-1}^{*}$ and $\varepsilon=1 \quad$ if $\quad \alpha_{J}^{*}=\alpha_{11}^{*} \alpha_{33}^{*} \cdots \alpha_{2 j-1,2 j-1}^{*}$.
Proof of 13.2: Recall that the class $\alpha \in H^{n}\left(B\left(R^{n+1}, p\right) ; \mathbb{Z}_{p}\right)$ restricts to $\sum_{p-1 \geq i \geq j \geq 1} \alpha_{i j}^{*}$ in $H^{*} \zeta_{n+1}(p)$ and the class $\lambda \in H^{n m}\left(B\left(\mathbb{R}^{n+1}, p\right) ; \mathbb{Z}_{p}(2 q+1)\right)$ restricts to $\sum g\left(\alpha_{11}^{*} \alpha_{33}^{*} \cdots \alpha_{p-2, p-2}^{*}\right), \mathrm{m}=\frac{\mathrm{p}-1}{2}$, and g runs over a complete set of distinct coset representatives for $H$ in $\Sigma_{P}$. [See section 8 for details.] Consequently, the dual class $\alpha_{*}$ is the image of $\alpha_{11}$ under the map $H_{n} \varphi_{n+1}(p) \rightarrow H_{n} B\left(R^{n+1}, p\right)$; similarly the dual class $\lambda_{\%}$ is the image of $\alpha_{I} \in H_{n m} \epsilon_{\mathrm{n}+1}(\mathrm{p})$ where $I=\left(1,1,3,3, \ldots, 2 j+1,2 j+1, \ldots, \frac{\mathrm{p}-1}{2}, \frac{\mathrm{p}-1}{2}\right)$.

By 13.4(1), and commutativity of diagram 13.1, we have that

$$
\text { (i) } \begin{aligned}
\theta_{p^{*}}\left(\alpha_{*} \otimes x^{p}\right) & =\theta_{p^{*}} o \gamma_{*}\left(e_{0} \otimes \alpha_{11} \otimes e_{0} \otimes x^{p}\right) \\
& =\theta_{2^{*}}\left(1 \otimes \theta_{2^{*}} \otimes \theta_{1^{*}}^{p-2}\right)\left(1 \otimes t_{*} \otimes 1\right)\left(e_{0} \otimes \alpha_{11} \otimes e_{0^{*}} \otimes x^{p}\right) .
\end{aligned}
$$

By the definition of $\lambda_{n}$, we have the formula
(ii) $\theta_{2^{*}}\left(1 \otimes \theta_{2^{*}} \otimes \theta_{1^{*}}^{p-2}\right)\left(1 \otimes t_{\star} \otimes 1\right)\left(e_{0} \otimes \alpha_{11} \otimes e_{0} \otimes x^{p}\right)=(-1)^{\mathrm{n}|x|+1_{\theta_{2 *}}\left(e_{0} \otimes \lambda_{n}(x, x) \otimes x^{p-2}\right)}$

$$
=(-1)^{n|x|+1_{\lambda_{n}}(x, x)^{*} x^{p-2}}
$$

together, (i) and (ii) yield 13.2(1). Similarly, by 13.4(2) and commutativity of 13.1 we have that
(iii) $\theta_{p^{*}}\left(\lambda_{*} \otimes x^{p}\right)=\theta_{p^{*}} \gamma_{*}\left(e_{0} \otimes \alpha_{11}^{\text {m }} \otimes e_{0} \otimes x^{p}\right)$

$$
=\theta_{\frac{p+1^{*}}{2}}\left(1 \otimes \theta_{2^{*}}^{m} \otimes \theta_{1^{*}}\right)\left(1 \otimes t_{*} \otimes 1\right)\left(e_{0}^{\otimes} \alpha_{11}^{m} \otimes e_{0} \otimes x^{p}\right)
$$

By definition of $\lambda_{n}$ we have the formula
(iv)

together, (iii) and (iv) yie1d 13.2(2).

Proof of Theorem 1.2(7), the Jacobi identity
Specializing diagram 13.1 to

we observe that
(i) $\quad \theta_{2^{*}}\left(1 \otimes \theta_{2^{*}} \otimes \theta_{1^{*}}\right)\left(I \otimes t_{*} \otimes 1\right)\left(\alpha_{11} \otimes \alpha_{11} \otimes e_{0} \otimes x \otimes y \otimes z\right)=(-1)^{n|y|+n_{n}} \lambda_{n}\left[\lambda_{n}(x, y), z\right]$.

To take advantage of commutativity, we calculate. $\gamma_{*}\left(\alpha_{11} \otimes \alpha_{11} \otimes e_{0}\right) \cdot B y$
Lemma 12.1, $\gamma_{*}\left(\alpha_{11} \otimes e_{0} \otimes e_{0}\right)=\alpha_{21}+\alpha_{22} \quad$ and $\quad \gamma_{*}\left(e_{0} \otimes \alpha_{11} \otimes e_{0}\right)=\alpha_{11}$.
Dualizing this information, we use the cup product structure to retrieve
the formula
(ii) $(-1)^{n} \gamma^{*}\left(\alpha_{11}^{*} \alpha_{21}^{*}\right)=\left(\alpha_{11}^{\otimes} e_{0}^{\otimes} e_{0}\right)^{*} \cdot\left(e_{0}^{\otimes} \alpha_{11} \otimes e_{0}\right)^{*}=\left(\alpha_{11} \otimes \alpha_{11}^{\otimes} e_{0}\right)^{*}$.

Direct dualization of formula (ii) yields the desired result:
(iii) $\quad \gamma_{*}\left(\alpha_{11} \otimes \alpha_{11} \otimes e_{0}\right)=(-1)^{\mathbf{n}}\left[\left(\alpha_{11}^{*} \alpha_{21}^{*}\right)_{*}+\left(\alpha_{11}^{*} \alpha_{22}^{*}\right)_{*}\right]$
where $\left(\alpha_{11}^{*} \alpha_{2 i}^{*}\right)_{*}$ is the element dual to $\alpha_{11}^{*} \alpha_{2_{i}}^{*}$. Let $\alpha_{I}$ denote $\left(\alpha_{11}^{*} \alpha_{21}^{*}\right)_{*}$ and $\alpha_{J}$ denote $\left(\alpha_{11}^{*} \alpha_{22}^{*}\right)_{\text {* }}$. We combine formulas (i)-(iii) and observe that
(iv) $\theta_{3^{*}}\left[\left(\alpha_{I^{*}}+\alpha_{J}\right) \otimes x \otimes y \otimes z\right]=\left.(-1)^{n \mid y}\right|_{\lambda_{n}}\left[\lambda_{n}(x, y), z\right]$.

We let $\sigma=\tau_{1} \tau_{2} \in \Sigma_{3}$ and recall that the action of $\sigma$ on the dual basis is given by the Kronecker pairing
$\left\langle\sigma \alpha_{K}, x^{*}\right\rangle=\left\langle\alpha_{K}, \sigma^{-1} x^{*}\right\rangle$ for $\alpha_{K}$ arbitrary:

$$
\begin{aligned}
& \left\langle\alpha_{I}, \sigma^{-1} x_{x}^{*}\right\rangle= \begin{cases}0 & \text { if } x^{*}=\alpha_{11}^{*} \alpha_{21}^{*} \\
1 & \text { if } x^{*}=\alpha_{11}^{*} \alpha_{22}^{*}, \text { and }\end{cases} \\
& \left\langle\alpha_{J,}, \sigma^{-1} x^{*}\right\rangle= \begin{cases}-1 & \text { if } x^{*}=\alpha_{11}^{*} \alpha_{21}^{*} \\
-1 & \text { if } x^{*}=\alpha_{11}^{*} \alpha_{21}^{*}\end{cases}
\end{aligned}
$$

Combining this information with commutativity of 13.1 and the requisite equivariance, we have
(v) $\quad \theta_{3 *}\left(\alpha_{I} \otimes x \otimes y \otimes z\right)=\theta_{3 *}\left[\sigma^{2} \alpha_{I} \otimes \sigma^{-2}(x \otimes y \otimes z)\right]$
(vi) $\quad \theta_{3 *}\left(\alpha_{J} \otimes x \otimes y \otimes z\right)=\theta_{3 *}\left[\sigma \alpha_{J} \otimes \sigma^{-1}(x \otimes y \otimes z)\right]$
$=(-1)^{1+|z|(|x|+|y|)_{\theta_{3 *}}\left[\left(\alpha_{I}+\alpha_{J}\right) \otimes z \otimes x \otimes y\right] . ~}$

Combining formulas (iv)-(vi) together with the formula $\lambda_{n}(x, y)=(-1)|x| y \mid+1+n(|x|+|y|+1)_{\lambda_{n}}(y, x)$, we get the Jacobi identity.

## Proof of Theorem 1.2(5), The internal Cartan formula for $\lambda_{n}$ :

We specialize diagram 13.1 to


By Lemma 12.1, $\gamma_{ \pm}\left(e_{0} \otimes \alpha_{11} \otimes e_{0}\right)=\alpha_{11}$ and consequently $\theta_{4^{*}}\left(\alpha_{11} \otimes x \otimes y \otimes u \otimes v\right)=(-1)^{n|x|+1} \lambda_{n}(x, y) u v$. We also observe that $\gamma_{*}\left(\alpha_{11} \otimes e_{0} \otimes e_{0}\right)=\alpha_{21}+\alpha_{22}+\alpha_{31}+\alpha_{32}$ by Lemma 13.1 and
(i) $\theta_{4 * \gamma_{*}}\left(\alpha_{11} \otimes e_{0} \otimes e_{0} \otimes x \otimes y \otimes u \otimes v\right)=(-1)^{n(|x|+|y|)+1_{\lambda_{n}}}$ (xy,uv).

We recall the $\Sigma_{4}$-action on the classes $\alpha_{i j}$ [Prop. 7.2] and use commutativity of the diagram

to calculate
(ii) $\theta_{4^{*}}\left(\alpha_{21} \otimes x \otimes y \otimes u \otimes v\right)=(-1)|y \| u|_{\theta_{4 *}^{*}}\left(\alpha_{11^{*}} \otimes x \otimes u \otimes y \otimes v\right)$

$$
=(-1)|y \| u|+n|x|+1_{\lambda_{n}}(x, u) y v,
$$


$=(-1)|x \| y|+|x||u|+n|y|+1_{\lambda_{n}(y, u)_{x v}}$
(iv) $\quad \theta_{4^{*}}\left(\alpha_{3 I} \otimes x \otimes y \otimes u \otimes v\right)=(-1)|u \| v|_{\theta_{4^{*}}}\left(\alpha_{2 I} \otimes x \otimes y \otimes v \otimes u\right)$
$=(-1)^{|u\|v|+|y \| v|+n| x \mid+1} \quad \lambda_{n}(x, v) y u, \quad$ and
(v) $\dot{\theta}_{4^{*}}\left(\alpha_{32} \otimes x \otimes y \otimes u \otimes v\right)=(-1)^{\left.|u| v\right|_{\theta^{*}}}\left(\alpha_{22} \otimes x \otimes y \otimes v^{\prime} \otimes u\right)$
$=(-1)^{|u||v|+|x||y|+|x||v|+n|y|+1} \lambda_{\lambda_{n}}(y, v) x u$.

Combining formulas (i)-(v), we have
$\lambda_{\mathrm{n}}(\mathrm{xy}, \mathrm{uv})=(-1)^{|y|(n+\mid u)_{\lambda_{n}}(x, u) y v}+(-1)|x|(n+|y|+|u|)_{\lambda_{n}}(y, u) x v$
$+(-1)|y|(n+|v|)+\left.|u| v\right|_{\lambda_{n}}(x, v) y u+(-1)|x|(n+|v|+|y|)+|u||v|_{\lambda_{n}}(y, v)_{x u}$.

The formula in 1.2(5) follows.
We note that the internal Cartan formula does not follow from the external Cartan formula because the multiplication $X \times X \rightarrow X$ is not a morphism of $\zeta_{n+1}$-spaces.

Proof of Theorem 1.2(7), the Nishida relation for $\lambda_{n}$ :
Since $\lambda_{n}$ is defined in terms of $\theta_{2}: \zeta_{n+1}(2) \times X^{2} \rightarrow x$, the Steenrod operations on $\lambda_{n}(x, y)$ are completely determined by the external (dual) Cartan formula:

$$
P_{*}^{r_{*}} \lambda_{n}(x, y)=(-1)^{n|x|+1_{P_{*}}^{r_{\theta}}}(i \otimes x \otimes y)=(-1)^{n|x|+1} \sum_{i>0} \theta_{2^{*}}\left(\left(\otimes P_{*}^{i} x \otimes P_{*}^{r-i} y\right) .\right.
$$

Proof of Theorem 1.2(8), the relations $\lambda_{n}\left(Q^{S} x, y\right)=0=\lambda_{n}\left(5_{n} z, y\right)$ :

We specialize diagram 13.1 to

By Lemma 12.8, $\quad \gamma_{ \pm}\left(e_{0} \otimes e_{i} \otimes e_{0} \otimes x^{p} \otimes y\right)=0$ if $0 \leq i<n(p-1) . \quad B y$ commutativity of 13.1 , we have $\lambda_{n}\left(Q^{S} x, y\right)=0=\lambda_{n}\left(f_{n} z, y\right)$ for $x, y$, $2 \varepsilon H_{X} X$.

Remark 13.5: We note that the internal Cartan formula implies that $0=\lambda_{n}\left(x^{P}, y\right)=\lambda_{n}\left(Q^{s} x, y\right)$ for $n>0$ and degree $(x)=2 s \quad[$ degree $(x)=s]$ as required for consistency.

We present, finally, an algebraic proof of the commutativity of the diagram in section 1 . Recall that the Whitehead product $\left[{ }_{~_{p+n+1}},{ }_{l_{q+n+1}}\right]$ in $\pi_{p+q+2 n+1} s^{p+n+1} \vee s^{q+n+1}$ may be described as the generator of the kernel of

$$
\pi_{p+q+2 n+1}\left(S^{p+n+1} \vee s^{q+n+1}\right) \rightarrow \pi_{p+q+2 n+1}\left(S^{p+n+1} \times s^{q+n+1}\right)
$$

where $t_{k}$ denotes the fundamental class of $s^{k}$ [13]. It is easy to see that $\pi_{*}\left(\mathrm{~s}^{\mathrm{p}+\mathrm{a}+1} \vee \mathrm{~s}^{\mathrm{q}+\mathrm{n}+1}\right) \rightarrow \pi_{*}\left(\mathrm{~s}^{\mathrm{p}+\mathrm{n}+1} \times \mathrm{s}^{\mathrm{q}+\mathrm{n}+1}\right)$ is an epimorphism and that $\left[t_{p+n+1},{ }_{q^{q}+n+1}\right]$ is given in the obvious way by the short exact sequence

$$
0 \rightarrow \pi_{r}\left(S^{s} \times s^{t}, S^{s} v s^{t}\right) \rightarrow \pi_{r-1}\left(S^{s} v s^{t}\right) \rightarrow \pi_{r-1}\left(S^{s} \times s^{t}\right) \rightarrow 0
$$

where $r=p+q+2 n+2, s=p+n+1$ and $t=q+n+1$. We can also regard [ $\left.\iota_{p+n+1}, \varphi_{q+n+1}\right]$ as given by the kernel of

$$
\pi_{\mathrm{p}+\mathrm{q}+\mathrm{n}} \Omega^{\mathrm{n}+1}\left(\mathrm{~s}^{\mathrm{s}} \vee \mathrm{~s}^{\mathrm{t}}\right) \rightarrow \pi_{\mathrm{p}+\mathrm{q}+\mathrm{n}^{\Omega}} \mathrm{R}^{\mathrm{n}+1}\left(\mathrm{~s}^{\mathrm{s}} \times \mathrm{s}^{\mathrm{t}}\right) \rightarrow 0
$$

which is $\pi_{p+q+n+1}\left(\Omega^{n+1}\left(S^{s} \times S^{t}\right), \Omega^{n+1}\left(S^{s} v S^{t}\right)\right)=\mathbb{Z}$. Clearly $H_{i}\left(S^{s} \times S^{t}, S^{s} \vee S^{t}\right)=\left\{\begin{array}{ll}0 & \text { if } i<p+q+2 n+2 \\ \mathbb{Z} & \text { if } i=p+q+2 n+2\end{array}\right.$. We observe that

$\phi_{*}: \pi_{p+q+n+1}\left(\Omega^{n+1}\left(S^{s} \times S^{t}\right), \Omega^{\mathrm{n}+1}\left(S^{s} \vee S^{t}\right)\right) \rightarrow H_{p+q+n+1}\left(\Omega^{n+1}\left(S^{s} \times s^{t}\right), \Omega^{n+1}\left(S^{s} \vee s^{t}\right)\right.$
is an isomorphism, $\quad \pi_{p+q+n+1}\left(\Omega^{n+1}\left(S^{s} \times S^{t}\right), \Omega^{n+1}\left(S^{s} v S^{t}\right)\right) \cong \mathbb{Z}$, and the following diagram commutes:

$$
\begin{aligned}
& \ldots \rightarrow \mathbb{Z} \rightarrow H_{p+q+n} \Omega^{n+1}\left(S^{s} \vee S^{t}\right) \rightarrow H_{p+q+n} \Omega^{n+1}\left(S^{s} \times S^{t}\right) \rightarrow \cdots
\end{aligned}
$$

To calculate $\phi_{*} \partial(1)$, it suffices to calculate the kernel of the map
f: $H_{p+q+n} \Omega^{n+1}\left(S^{s} \vee S^{t}\right) \rightarrow H_{p+q+n^{s}} S^{n+1}\left(S^{s} \times S^{t}\right)$.

Clearly $\Omega^{\mathrm{n}+1}\left(S^{s} \vee S^{\mathrm{t}}\right)=\Omega_{\Omega^{\mathrm{n}+1}} \Sigma^{\mathrm{n}+1}\left(S^{\mathrm{p}} \vee S^{\mathrm{q}}\right)$ and $\Omega^{n+1}\left(S^{s} \times S^{t}\right)=\Omega^{n+1} \Sigma^{n+1} S^{p} \times \Omega^{n+1} \Sigma^{n+1} S^{q}$. Under the inclusion of ( $n+1$ )-fold loop spaces i: $\Omega^{n+1}\left(S^{s} \vee S^{t}\right) \rightarrow \Omega^{n+1}\left(S^{s} \times S^{t}\right)$, it is
clear that $i_{*} f_{p}=Y_{p}$ and $i_{*} l_{q}=\mathcal{l}_{q}$. By our calculations mod $p$, Ker $f_{*}$ is generated by $\lambda_{n}\left({l_{p}}^{\prime},{l_{q}}\right)$, It is easy to see that Ker $f_{*}$, rationally, is generated by $\lambda_{n}\left(l_{p}, l_{q}\right)$. It is clear that $\lambda_{n}\left(L_{p}, l_{q}\right)$ must generate Ker $f_{*}$ integrally. Hence $\phi_{*} \partial(1)= \pm_{n}\left(L_{p},\left(_{q}\right)\right.$.

To check the correct sign, we recall that Samelson [21] has shown that

Since the Hurewicz map commates with $\sigma_{*}$, it must follow that $\phi_{*} \partial(1)=\lambda_{n}\left(t_{p}, t_{q}\right)$.

The diagram relating the Whitehead product and $\lambda_{n}$ in section 1 follows directly, by naturality.

Remark. Our arguments for an ( $n+1$ )-fold loop space should be compared to Samelson's [21] for a first loop space. Of course we are using Samelson's sign convention for the Whitehead product here.
14. An algebraic lemma and a sketch of methods

Before proceeding to details, we sketch the methods used in the following three sections. Since the diagram

equivariantly homotopy commutes [G;1.4], all properties of operations derived from the $\zeta_{n}$-action must hold a fortiori for the evident induced operations associated to the $\zeta_{n+1}$-action. However, since $X$ is a $\zeta_{n+1}$-space, all terms involving $\lambda_{n-1}$ vanish; new operations are born from the $\zeta_{\mathrm{n}+1}$-action which are not present from the $\zeta_{\mathrm{n}}$-action, namely, $\lambda_{n}, \xi_{n}$, and, if $p>2, \zeta_{n}$. Clearly the lion's share of our work consists of analyzing the properties of these new operations.

Most of the properties of the $\lambda_{n}$ have already been determined. The properties of $\xi_{n} X$ and $\zeta_{n} X$ follow, up to error terms involving the $\lambda_{n}$, from the stable results for $Q^{\frac{n+q}{2}} x\left[Q^{n+q} x\right]$ and $B Q^{\frac{n+q}{2}} x$, $x \varepsilon H_{q} X$. We then apply several ad hoc tricks to calculate the error terms precisely.

To determine our formulas, it suffices, by Lemmas 3.4 and 3.5 , to check them for $H_{*} C_{n+1} X$ and $H_{*} \Omega^{n+1} \Sigma^{n+1} X$. By Theorems 3.1 and 3.2, $\alpha_{\mathrm{n}+1 \star}: \mathrm{H}_{\star} \mathrm{C}_{\mathrm{n}+1} \mathrm{X} \rightarrow \mathrm{H}_{*} \Omega^{\mathrm{n}+1_{\Sigma}}{ }^{\mathrm{n}+1} \mathrm{X}$ is a monomorphism of allowable $\mathrm{AR}_{\mathrm{n}} \mathrm{A}_{\mathrm{n}}$-Hopf algebras. Hence we need only verify our formulas for
$\mathrm{H}_{\star} \mathrm{S}^{\mathrm{n}+1} \sum^{\mathrm{n}+1} \mathrm{X}$. Here we show that the unstable error terms lie in a submodule, $M_{X}$, of $\mathrm{GW}_{\mathrm{n}} H_{*} X$ if $n>0$ and of $W_{0} H_{\star} X$ otherwise. We construct a simple "external" operation which detects the elements of $M_{X}$.

We begin with a definition. Let $M_{X}$ be the $Z_{p}$-subspace of $\mathrm{GW}_{\mathrm{n}} \mathrm{H}_{ \pm} \mathrm{X}, \mathrm{n}>0$ or of $\mathrm{W}_{0} \mathrm{H}_{ \pm} \mathrm{X}$ spanned by elements of the form

$$
A * \lambda_{I}^{\text {II }}
$$

where (1) $\lambda_{I}$ is a basic $\lambda_{n}$-product for some fixed $I$, (2) $p$ 伹 and (3) A has no additional factors $\lambda_{I}$. We consider the maps

$$
\begin{aligned}
& G W_{n}\left(j_{*}\right): G W_{n} H_{*} X \longrightarrow G W_{H} H_{*}\left(X \vee S^{\ell}\right) \text { or } \\
& W_{0}\left(j_{*}\right): W_{0} H_{*} X \longrightarrow W_{0} H_{*}\left(X \vee s^{\ell}\right)
\end{aligned}
$$

induced by the inclusion $j: X \rightarrow X \vee S^{\ell}, \ell>0$. Clearly $G W_{n}\left(j_{*}\right)$ and $W_{0}\left(j_{*}\right)$ are monomorphisms: By abuse of notation, we identify $M_{X}$ with $G W_{n}\left(j_{*}\right)\left(M_{X}\right)$ or $W_{0}\left(j_{*}\right)\left(M_{X}\right)$. Let 1 denote the image of the fundamental class of $S^{\ell}$ via the standard inclusion

$$
\mathrm{H}_{*} \mathrm{~S}^{l}+\mathrm{GW}_{\mathrm{n}} \mathrm{H}_{*}\left(\mathrm{X} \vee \mathrm{~S}^{l}\right)
$$

Our main algebraic result is
Lemma 14.1. The homomorphism defined by

$$
\begin{aligned}
& \left.\lambda_{\mathrm{n}}(-, \cup)\right|_{M_{X}}: M_{X} \rightarrow G W_{n} H_{*}\left(X \vee S^{l}\right) \text { if } n>0 \text { or } \\
& \left.\lambda_{0}(-,)\right|_{M_{X}}: M_{X} \rightarrow W_{0} H_{*}\left(X \vee s^{\ell}\right)
\end{aligned}
$$

is a monomorphism.

Proof: We first consider the case $n>0$. Let $\left\{A_{1} * \lambda_{I_{1}}^{m_{1}}, \ldots, A_{k} * \lambda_{I_{k}}^{m_{k}}\right\}$ be an arbitrary finite set of linearly independent elements in $M_{X}$. It suffices to show that $\lambda_{n}(-, V)$ is a monomorphism when restricted to the subspace generated by these elements. Fix one of the $\lambda_{I_{s}}=\lambda$. Then by definition of $M_{X}$, we may write each term $A_{\ell}{ }^{*} \lambda^{m_{l}} I_{\ell}, \ell=1, \ldots, k$ as $\hat{A}_{\ell} n^{n_{1}} \lambda^{n_{\ell}}$ where $\hat{A}_{\ell}$ has no factors of $\lambda, n_{\ell} \geq 0$. Clearly $\left\{\hat{A}_{1} * \lambda^{n_{1}}, \ldots, \hat{A}_{k} * \lambda^{n_{k}}\right\}$ is a set of linearly independent vectors which span the same subspace as $\left\{A_{1} * \lambda_{I_{1}}^{m_{1}}, \ldots, A_{k} * \lambda_{I_{k}}^{m_{k}}\right.$.

Suppose $\lambda_{n}(V, U)=0$ where $V=\sum_{i=1}^{k} a_{i} \hat{A}_{i} * \lambda^{n_{i}}$. By the internal Cartan formula for $\lambda_{n}$ [Theorem 1.2], we have

$$
\lambda_{n}(v, 1) \equiv \sum_{i=1}^{k} n_{i} a_{i} \hat{A}_{i} * \lambda^{n_{i}^{-1}} * \lambda_{n}(\lambda, 0) \quad \text { moduLo }
$$

terms which have no factor of the form $\lambda_{n}(\lambda, 1)$. By definition of $G N_{n} H_{\#} X$, it is clear that $a_{j} a_{j}=0, j=1, \ldots, k$. But for our fixed choice of $\lambda=\lambda_{I_{S}}$, we have $n_{s}=m_{s}$ and $p / m_{s}$. Hence $a_{s} \equiv 0 \bmod p$.
It follows easily that $a_{j}=0, j=1, \ldots, k$ by a similar argument.
The case $\mathrm{n}=0$ is trivial.
15. The formula $\lambda_{n}\left(x, \xi_{n} y\right)=\operatorname{ad}_{n}^{p}(y)(x)$ and commutation with homology
suspension
We present an amusing proof of the formulas $\sigma_{\star} \xi_{n}=\xi_{n-1} \sigma_{n}$, and $\sigma_{*} \zeta_{n}=-\zeta_{n-1} \sigma_{*}$ if $n>1$. Our proof does not require construction of chain level operations and the requisite explicit equivariant chain approximation for $c_{\hbar} \mathscr{E}_{\mathrm{n}+1}(\mathrm{p})$. The ingredients are that (1) $\sigma_{\star} \xi_{\mathrm{n}} \equiv \xi_{\mathrm{n}-1} \sigma_{\star}$ modulo error terms generated by Browder operations, (2) $\sigma_{\#} \zeta_{n} \equiv-\zeta_{n-1} \sigma_{*}$ as in (1) if $n>1$, (3) the errors are approximated by an application of [G; Theorem 6.1], and (4) the formula $\lambda_{n}\left(x, \xi_{n} y\right)=a d_{n}^{p}(y)(x)$ detects the possible error terms. Of course, this method requires a derivation of the formula for $\lambda_{n}\left(x, \xi_{n} y\right)$ which is logically independent of the fact that the top operation commutes with suspension on the nose

Recall that the adjoint of the identity.map on $\Omega^{n+1} \mathrm{X}$ yields $\phi_{\mathrm{n}+1}: \Sigma^{\mathrm{n}+1} \mathrm{I}_{\mathrm{n}}^{\mathrm{n}+1} \mathrm{X} \rightarrow \mathrm{X}$ and a map of fibrations:


Since $\Omega^{\mathrm{n}+1}{ }_{\mathrm{p}+1}(1)$ is an epimorphism, it suffices to verify our results in the left-hand fibration.

Let $I_{n-1}$ denote the ideal of $G W_{n-1} H_{*}\left(\Sigma \Omega^{n+1} X\right)$ generated by Browder operations of weight greater than one and the iterations of the operations $\beta^{\varepsilon} Q^{s}$ and $\beta^{\varepsilon} \xi_{n-1}$ on these Browder operations.
Lemma 15.1. (1) $\sigma_{\star^{\xi}} \equiv \xi_{n-1}{ }^{\sigma} *\left(I_{n-1}\right)$ if $n \geq 1$,
(2) $\sigma_{\star} \zeta_{n} \equiv-\zeta_{n-1} \sigma_{*}\left(I_{n-1}\right)$ if $n \geq 2$, and
(3) $\sigma_{* \zeta_{1}} \equiv 0\left(I_{0}\right)$.

Proof: Let $j_{n}(X): \Omega^{n} \sum_{X} X Q X$ be the standard inclusion of $\Omega^{n} \sum_{\sum}^{n} X$ in $Q X=\frac{\lim _{n}}{n} \Omega^{n} \sum^{n}$. We now recall that the following commutative diagram yields a map of fibrations:


Since the operations commute with suspension in the right hand fibration [A; §3], we know that our formulas in 15.1 are correct modulo the kernel of $j_{n}\left(\Sigma^{n+1} X\right)_{*}$. But then our calculations of $H_{*} \Omega^{n+1} \Sigma^{n+1} X$ in section 3 are correct at least as algebras and visibly $I_{n-1}=k e r j_{n}\left(\Sigma \Omega^{n+1} X\right)_{*}$.

By 15.1, $\quad \sigma_{*} \xi_{n} x=\xi_{n-1} \sigma_{*} x+\Delta, \sigma_{*} \zeta_{n} x=-\zeta_{n-1} \sigma_{*} x+\Gamma$ if $n>1$,
and $\sigma_{\star} \zeta_{1} \mathrm{x}=\bar{\Phi}$. We estimate $\Delta, \Gamma$, and $\Phi$; the crucial point being that
these terms have no non-trivial summands of Dyer-Lashof operations (and in particular, no pth powers).

Lemma 15.2. For the fibration $\Omega^{n+1} \Sigma^{n+1} X \rightarrow P_{X} \Sigma^{n} \sum_{X}^{n+1} \rightarrow \Omega_{\Sigma^{n}}^{n+1} X, \Delta, \Gamma$, and $\check{\Phi}$ are given by $\sum \lambda_{I_{1}} * \ldots * \lambda_{I_{j}}, \quad w\left(\lambda_{I_{k}}\right)>0$, $w\left(\lambda_{I_{1}}\right)+\ldots+w\left(\lambda_{I_{j}}\right) \leq p, \quad \lambda_{I_{k}}$ is a $\lambda_{n-1}$ product on classes in $H_{*} \Sigma X$, and if $\lambda_{I_{I}}=\ldots=\lambda_{I_{j}}$, then $j<p$.
Proof: By constructions 2.4 and 6.6. [G], the spaces $C_{n+1} X, E_{n+1}(T X, X)$, and $C_{n} \Sigma X$ are filtered. We observe that the inclusion $C_{n+1} X \rightarrow E_{n+1}(T X, X)$ and the projection $\pi_{n+1}: E_{n+1}(T X, X) \rightarrow C_{n} \Sigma X$ restrict to maps of
filtered spaces. Now consider the following diagram whose lower left hand rectangle commutes by the above observation,


The top rectangle commutes by definition of the action $\theta_{n+1}$; the rest of conmutativity follows from [G; 6.9 and 6.11]. By definition $\xi_{n}(x)=(-1)^{\frac{n+q}{2}} v(q) \theta_{*}\left(e_{n(p-1)} \otimes x^{p}\right)\left[\theta_{*}\left(e_{n} \otimes x^{2}\right)\right]$ and
$\zeta_{n}(x)=(-1)^{\frac{n+q}{2}} \nu(q) \theta_{*}\left(e_{n(p-1)-1} \otimes x^{p}\right) \quad$ which, by commutativity of the
diagram is just $\left.(-1)^{\frac{n+q}{2}} v(q) \theta_{n+1 *}\left(C_{n+1}^{n} n+1\right) * * e_{n(p-1)-\varepsilon} \otimes x^{p}\right), \varepsilon=0,1$.
Let $D_{\varepsilon} \varepsilon C_{*} F_{p} C_{n+1} X$ be such that $D_{E}$ represents the cycle
$e_{n(p-1)-\varepsilon} \otimes x^{p}$. Because $F_{p} E_{n+1}(T X, X)$, is contiractible $[G ; 7.1]$,
$i_{*} D_{\varepsilon}=\partial C_{\varepsilon}$ for some $C_{\varepsilon} \in C_{*} F_{p} E_{n+1}(T X, X)$. Obviously $\pi_{n+1 *} C_{\varepsilon}$ is a
cycle such that $(-1)^{\frac{n+q}{2}} v(q) \theta_{n *}\left(C_{n} \eta_{n}\right){ }_{*}\left(\pi_{n+1 *}{ }^{C}{ }_{\varepsilon}\right)$ represents
$\sigma_{*}\left((-1)^{\frac{n+q}{2}} v(q) \theta_{n+1^{*}}\left(e_{n(p-1)-\varepsilon} \otimes_{x^{p}}\right)\right)$.
By section 4 , we see that $\theta_{n^{*}}\left(C_{n} \eta_{n}\right)_{*}\left(H_{*} F_{p} C_{n} \Sigma X\right)$ is spanned by classes of the form $\beta^{\xi^{5}} Q^{\mathrm{s}} \mathrm{y}, \xi_{\mathrm{n}-1} \mathrm{y}, \zeta_{\mathrm{n}-1} \mathrm{y}$, and $\lambda_{I_{1}} * \ldots * \lambda_{I_{\mathrm{j}}}$,
$w\left(\lambda_{I_{1}}\right)+\ldots+w\left(\lambda_{I_{j}}\right) \leq p, \quad y \varepsilon H_{*} \Sigma X$ and $\lambda_{I_{k}}$ is an iterated Browder operation on classes from $H_{*} \Sigma \mathrm{X}$.

Since $\sigma_{*} \xi_{\mathrm{X}} \mathrm{X}$ and $\sigma_{\star} \zeta_{\mathrm{n}} \mathrm{X}$ are in the image of $H_{*} F_{p} C_{n} \Sigma \mathrm{X}$, the lemma follows [see [A; §3]].

We assume for the moment that $\lambda_{n}\left(x, \xi_{n} y\right)=a d_{n}^{p}(y)(x)$.

## Proof of Theorem 1.4. (Commutation with suspension)

Let $j$ denote the standard inclusion of $\Sigma X$ in $\Sigma\left(X \vee S^{\ell}\right), \ell$ fixed.
Obviously $j$ induces a map of fibrations


Let 1 denote the image of the fundamental class of $s^{l}$ in $H_{*} \Omega^{n+1} \sum^{n+1}\left(X \vee S^{l}\right)$.

With these preliminaries, we prove Theorem 1.4 by induction on $n$. If $n=0$, there is nothing to prove. Hence we begin with the case $n=1$. Then
(i) $\sigma_{*} \lambda_{1}\left(1, \xi_{1} x\right)=\lambda_{0}\left(\sigma_{*}\left(, \sigma_{*} \xi_{1} x\right)\right.$,
(ii) $\lambda_{0}\left(\sigma_{*},, \sigma_{*} \xi_{1} x\right)=\lambda_{0}\left(\sigma_{*}\left(, \xi_{0} \sigma_{*} x\right)+\lambda_{0}\left(\sigma_{*}(, \Delta)\right.\right.$, and
(iii) $\quad \sigma_{*} \lambda_{1}\left(1, \xi_{1} x\right)=\sigma_{*} \mathrm{ad}_{1}^{\mathrm{p}}(\mathrm{x})(1)=\mathrm{ad}_{0}^{\mathrm{p}}\left(\sigma_{*} \mathrm{x}\right)\left(\sigma_{*}\right)=\lambda_{0}\left(\sigma_{*}\left(, \xi_{0} \sigma_{*} \mathrm{x}\right)\right.$.

Together, (i)-(iii) yield $\lambda_{0}\left(\sigma_{*}, \Delta\right)=0$. By the definition of $M_{X}$ [see section 15] and Lemma 15.2, we have $\Delta \in M_{X} . B y$ Lemma 14.1 and the fact that $\lambda_{0}\left(\sigma_{*}, \Delta\right)=0$, we have $\Delta=0$. Since $\lambda_{1}\left(,, \zeta_{1} x\right)=0$ by Theorem 1.3 (the proof being in section 13), it follows from 14.1 and 15.2 that $\sigma_{*} \zeta_{I} x=0$.

To check the assertions (1)-(3) of Theorem 1.4, we observe that
(iv) $\sigma_{*} \lambda_{n}\left(1, \xi_{n} x\right)=\lambda_{n-1}\left(\sigma_{\dot{\prime}},, \sigma_{ \pm} \xi_{n} x\right)$,
(v) $\lambda_{n-1}\left(\sigma_{*}\left(, \sigma_{*} \xi_{n} x\right)=\lambda_{n-1}\left(\sigma_{*}\left(, \xi_{n-1} \sigma_{*} x\right)+\lambda_{n-1}\left(\sigma_{*}(, \Delta)\right.\right.\right.$,
(vi) $\sigma_{*} \lambda_{n}\left(1, \xi_{n} x\right)=\sigma_{*} a d_{n}^{p}(x)(u)=\operatorname{ad}_{n-1}^{p}\left(\sigma_{*} x\right)\left(\sigma_{*}\right)=\lambda_{n-1}\left(\sigma_{*}\left(, \xi_{n-1} \sigma_{ \pm} x\right)\right.$
(vii) $0=\sigma_{*} \lambda_{n}\left(l, \zeta_{n} x\right)=\lambda_{n-1}\left(\sigma_{*}\left(, \sigma_{*} \zeta_{n} x\right)\right.$, and
(viii) $\lambda_{n-1}\left(\sigma_{*}\left(, \sigma_{*} \zeta_{n} x\right)=\lambda_{n-1}\left(\sigma_{*}, r\right)\right.$.

Together, (iv)-(vi) and (vii)-(viii) yield $\lambda_{n-1}\left(\sigma_{\star}(, \Delta)=\lambda_{n-1}\left(\sigma_{\star}(, \Gamma)=0\right.\right.$. By definition of $M_{X}$, Lemmas 14.1 and 15.2 , we have $\Delta=\Gamma=0$.

Now let $y$ be a class in $H_{*} \Omega^{2} X$ represented by the cycle $b$ and let a be a chain in $C_{\pi} p \Omega X$ whose boundary is $i_{*}$ (b). ( $i: \Omega^{2} X+p \Omega X$ ) Let $C_{1}$ be the chain previously constructed whose boundary is the cycle $i_{\phi} \theta_{*}\left(e_{p-2} \otimes b^{p}\right)$. It is not hard to see that our previous construction together with the results of [A; p 171] imply that
$c_{1}=\theta_{*}\left(\mathrm{ke}_{0} \otimes \mathrm{a}^{\mathrm{p}-1} \otimes \mathrm{~b}\right)+$ terms of lower filtration where $k \varepsilon \mathbb{Z}_{p}, e_{0}$ is a zero dimensional chain in $C_{\#} \zeta_{2}(p)$, and $a$ and $b$ are as given above. By the hypotheses in $[A ; 3.4$ ] we have that $C_{1}$ represents $k\left\{p_{2} \pi_{*}{ }_{*} a^{p-1}\right\} \otimes y$ in $E^{2}$ of the Serre spectral sequence for the path fibration. Theorem 1.4(4) follows directly.

Finally, we derive the formula $\lambda_{n}\left(y, \xi_{n} x\right)=a d_{n}^{p}(x)(y)$ using only the approximate information of Lemma 15.1.

Theorem 1.3(4). $\quad \lambda_{n}\left(y, \xi_{n} x\right)=\operatorname{ad}_{n}^{p}(x)(y)$.
Proof: To take advantage of calculations in section 12, we calculate $\lambda_{n}\left(\xi_{n} x, y\right)$ and use the formula $\lambda_{n}(x, y)=(-1)|x||y|+1+n(|x|+|y|+1) \lambda_{n}(y, x)$.

The definitions of $\lambda_{n}$ and $\xi_{n}$ give that

$$
\begin{aligned}
\lambda_{n}\left(\xi_{n} x, y\right)= & (-1)^{n\left|\xi_{n} x\right|+1+\frac{n+|x|}{2}} v(|x|) \theta_{2^{*}}\left(\theta_{p^{*}}\left(e_{n(p-1)} \otimes x^{p}\right) \otimes y\right) . \\
& {\left[\text { or } \theta_{2^{*}}\left(\theta_{2^{*}}\left(e_{n} \otimes x^{2}\right) \otimes e_{0} \otimes y\right) \text { if } p=2\right] . }
\end{aligned}
$$

Hence we calculate $\lambda_{n}\left(\xi_{n} x, y\right)$ via the commutative diagram


By Lemma $12.8(2)$ we have that $\gamma_{*}\left(l_{\|} e_{n(p-1)} \otimes e_{0}\right)$ is in the image of the map $H_{n p} \bigodot_{n+1}(p+1) \rightarrow H_{n p} \frac{\zeta_{n+1}(p+1)}{\pi_{p}}$. By Theorem 12.3 and the fact that the diagram

commutes, we have that $\theta_{p+1^{*}}\left(\gamma_{*} \otimes 1\right)\left(1 \otimes e_{n(p-1)} \otimes e_{0} \otimes x^{p} \otimes y\right) \quad$ is given by p-fold iterates of the $\lambda_{n}$ on $p$ occurrences of $x$ and one occurrence of $y$. Since $\lambda_{n}(x, x)=0$ if $\xi_{n} x$ is defined, it follows that

$$
\theta_{p+1 *}\left(\gamma_{*} \otimes 1\right)\left({ }_{l} \otimes e_{n(p-1)} \otimes e_{0} \otimes x^{p} \otimes y\right)=k^{\prime} a d_{n}^{p}(x)(y)
$$

for some fixed constant $k^{\prime}$. Hence $\lambda_{n}\left(y, \xi_{n} x\right)=k a d_{n}^{p}(x)(y)$ for some fixed constant $k$.

To calculate $k$, we consider the path-space fibration $\Omega^{n+1} X \rightarrow R_{\Omega}{ }^{n} X \rightarrow \Omega^{n} X$ for appropriate $X$. Let $X=\Sigma^{n+1} S^{m}$ for $n+m$ even and $m$ large. Let $L_{m}$ denote the image of the fundamental class of $\mathrm{S}^{\text {m }}$ in $H_{H^{\prime}} \Omega^{n+1} \sum^{n+1} S^{m}$. By Lemma 15.1(1), $\sigma_{*} \xi_{n} L_{m}=\xi_{n-1} \sigma_{*} h_{m}+\Delta$. Since the Browder operations in $H_{*^{8}}^{\Omega^{n}} \Sigma^{n+1} S^{\text {m }}$ are all trivial when $\mathrm{n}+\mathrm{m}$ is even, it follows that $\sigma_{*} \xi_{\mathrm{n}} \mathrm{i}_{\mathrm{m}}=\xi_{\mathrm{n}-1} \sigma_{*} \mathrm{i}_{\mathrm{m}}$. Now let $X=\Sigma^{\mathrm{n}+1}\left(\mathrm{~S}^{\mathrm{r}} \vee \mathrm{S}^{\mathrm{m}}\right), r>0$. By naturality, we have the formila $\sigma_{*} \lambda_{\mathrm{n}}\left(l_{\mathrm{r}}, \xi_{\mathrm{n}} \mathrm{l}_{\mathrm{m}}\right)=\lambda_{\mathrm{n}-1}\left(\sigma_{*} \mathrm{l}_{\mathrm{r}}, \xi_{\mathrm{n}-1} \sigma_{* l_{\mathrm{R}}}\right)$. That $\mathrm{k}=1$ follows immediately by induction on $n$ and the formula $\lambda_{0}\left(y, \xi_{0} x\right)=a d_{0}^{p}(x)(y)$ for a first loop space. [see Jacobson [14] for the calculations in the case $n=0$.]
16. Additional properties of the $\beta^{\varepsilon} Q^{s}, \xi_{n}$, and $\zeta_{n}$

In this section, we determine the remaining properties of Theorems 1.1 and 1.3 except for the Nishida relations. Properties (1)-(3) of Theorem 1.1 and (1) of Theorem 1.3 follow immediately from the definitions of the operations. Additional properties are proved in the following order: (1) deviation from linearity of $\xi_{n}$ and the linearity of $Q^{s}$, (2) Cartan formulas, (3) Adem relations, and (4) commutation with conjugation.

We require an observation due to Steenrod.
Observation 16.1. Let $H_{*} X$ have homogeneous basis $\left\{x_{i}\right\}$. Then $H_{*}\left(C_{*} \zeta_{n+1}(p) \otimes \pi_{p}\left(C_{*} X\right)^{p}\right) \cong H_{*}\left(C_{*} \zeta_{n+1}(p) \otimes_{\pi_{p}}\left(H_{*} X\right)^{p}\right) \quad$ and $H_{*} C_{*} \zeta_{n+1}(p) \otimes \otimes_{T}\left(H_{*} X\right)^{p} \cong H_{*} \zeta_{n+1}(p) \otimes A \oplus H_{*} \zeta_{n+1}(p) \otimes B$, additively, where $A$ has basis $\left\{x \otimes \ldots \otimes x \mid x \in \quad\left\{x_{i}\right\}\right\}$ and $B$ has a basis $\left\{x_{i_{\sigma(1)}} \times \ldots\left(x_{i_{\sigma(p)}} \mid i_{1} \leq i_{2} \leq \cdots \leq i_{p}, i_{1}<i_{p}, \sigma \varepsilon K\right\}\right.$ and $K$ is a complete set of distinct left coset representatives for $\pi_{p}$ in $\Sigma_{p}$ (See [8] or 4.2).

We next show
Proof of Theorem 1.3(5), and the linearity of $\beta^{\varepsilon} Q^{s}$, the formula for $\xi_{n}(x+y):$

By Jacobson [12], we know that $\xi_{0}(x+y)=\xi_{0} x+\xi_{0} y+\sum d_{0}^{i}(y)(x)$. To calculate $\xi_{n}(x+y)$, we observe that $e_{i} \otimes(x+y)^{p}=e_{i} \otimes x^{p}+e_{i} \otimes y^{p}+e_{i} \otimes N F(x, y) \quad$ by 16.1 where
$N=1+\sigma+\ldots+\sigma^{p-1}$ and $F(x, y)$ is a function of $x$ and $y$. Since $e_{i}$ is a chain in $\left.c_{*}\right\}_{n+1}(p)$ which projects to a cycle in $c_{*} \sum_{n+1}(p)$, the transfer homomorphism shows that $\mathrm{Ne}_{i}$ is a cyc1e in $\left.c_{*}\right\}_{n+1}(p)$. If $i=n(p-1)$, then $e_{i} \otimes(x+y)^{p}=e_{i} \otimes x^{p}+e_{i} \otimes y^{p}+\gamma \otimes F(x, y)$ where $\gamma$ is a cycle in $C_{*} \zeta_{n+1}(p)$ of degree $n(p-1)$. By Theorem 12.3, $\theta_{z}(\{\gamma\} \otimes f(x, y))=\sum c_{\gamma, \mu} \operatorname{ad}_{n}\left(x_{\mu(1)}\right) \ldots \operatorname{ad}_{n}\left(x_{\mu(p-1)}\right)\left(x_{\mu(p)}\right), \mu \varepsilon \Sigma_{p}$ and $x_{i}=x$ or $y$. Since this class suspends non-trivially to $H_{*} \Omega^{n} \sum^{n+1} X$, the obvious induction argument yields the formula
$\xi_{n}(x+y)=\xi_{n}(x)+\xi_{n}(y)+\sum_{i=1}^{p-1} d_{n}^{i}(x)(y)$.
The linearity of $\beta^{\varepsilon} Q^{s}$ follows directly since $\lambda_{j}(x, y)=0$ if $j<n$.

Proof of Theorems 1.1(4) and 1.3(2); the Cartan formulas:
We first determine the external and diagonal Cartan formulas and then derive the internal Cartan formula which, like its analogue for $\lambda_{\mathrm{n}}(\mathrm{xy}, \mathrm{zW})$, has "extra" terms not predicted by the external formula. These extra terms arise because the multiplication in $X$ is not a morphism of $\zeta_{n+1}$-spaces, but only of $\bigodot_{n}$-spaces and, of course, these terms are unstable.
 the classes $e_{i}$. If $p=2, \psi e_{i}=\sum_{j+k=i} e_{j} \otimes e_{k}$. If $p>2$, then $\psi\left(e_{2 i+1}\right)=\sum_{j+k=2 i+1} e_{j} \otimes e_{k}+\sum x \otimes y \quad$ and $\quad \psi\left(e_{2 i}\right)=\sum_{j+k=i} e_{2 j} \otimes e_{2 k}+\sum x^{\prime} \otimes y^{\prime}$
where $x, y, x^{\prime}$ and $y^{\prime}$ are never multiples of the classes $\alpha_{*}$ or $\lambda_{\%}$, the classes in the image of $H_{*}\left(\zeta_{n+1}(p) ; \mathbb{Z}_{p}\right) \rightarrow H_{*}\left(\bigodot_{\sum_{p+1}}(p) ; \mathbb{Z}_{p}(q)\right)$. If $X$ and $Y$ are $\zeta_{n+1}$-spaces, we calculate the external ${ }^{P}$ Cartan formula with the above information and the method of [A; 2.6]. That is, the map, $\theta_{p}: \zeta_{n+1}(p) x_{\pi_{p}} x^{p}+X$, factors through $\zeta_{n+1}(p) \times{ }_{\Sigma_{p}} x^{p}$ and the diagram below commutes by definition of the action on $X \times Y$ :

$$
\begin{aligned}
& \zeta_{n+1}(p) \times \zeta_{n+1}(p) \times(x \times Y)^{p} \xrightarrow{1 \times x_{11}} \zeta_{n+1}(p) \times X^{p} \times \zeta_{n+1}(p) \times Y^{p}
\end{aligned}
$$

The external Cartan formula follows. Similarily, the diagonal Cartan formula is immediate.

We calculate $\xi_{n}(x * y)$ in $H_{*} n^{n+1} \sum^{n+1} X$. By the calculation of $H_{*} \Omega^{n+1} \sum^{n+1} X$, it is immediate that $\quad \xi_{n}(x * y)=\sum_{r+s=\frac{n+|x|+|y|}{2}}^{\sum Q^{r} x * Q^{S} y}+X(x, y)$.
$[x+s=n+|x|+|y|]$
where $X_{(x, y)}$ is a sum of unstable error terms. We recall that the diagram

commutes and that $\xi_{n}(x * y)=(-1)^{\frac{n+|x|+|y|}{2}} v(|x|+|y|) \theta_{p^{*} \gamma^{\gamma} *}\left(e_{n(p-1)^{\otimes}}^{\otimes e_{0}^{p} \otimes(x \not y y)}{ }^{p}\right)$
$\left[\xi_{n}\left(x^{*} y\right)=\theta_{2 *} \gamma_{*}\left(e_{n} \otimes(x \otimes y)^{2}\right)\right]$. It follows that $x(x, y)$ is a sum of unstable operations on $p$ occurrences of $x$ and $p$ occurrences of $y$. By the definition of our operations, it follows that $X_{(x, y)}$ is a sum of elements in $M_{X}$ (of 14.1) and possibly ${ }^{k \beta} \varepsilon^{\varepsilon} Q^{S_{\lambda}} \lambda_{n}(x, y) \quad k \in \mathbb{Z}_{p}$. But $\beta^{\varepsilon} Q^{S} \lambda_{n}(x, y)$ has degree higher than $\xi_{n}\left(x^{*} y\right)$. Hence $X(x, y){ }^{\varepsilon} M_{X}$. If $n>0$, we write $X_{(x, y)}=\sum_{0 \leq i, j \leq p} x^{i} y^{j} r_{i j}$.

We calculate some of the ${ }_{0}^{0 \leq i+j \leq p}{ }_{i j}$ by the formulas
(i) $\lambda_{n}\left(z, \xi_{n}(x\right.$ * $\left.y)\right)=a d_{n}^{p}\left(x^{*} y\right)(z)$,
 $[r+s=n+|x|+|y|]$
(iii) the internal Cartan formula for $\lambda_{n}$, and
(iv) Lemma 14.1.

We list some values for $\Gamma_{i j}$. If $p=2, \Gamma_{0,0}=\Gamma_{1,0}=\Gamma_{0,1}=0$,
and $r_{1, I}=\operatorname{ad}_{n}(x)(y)$; if $p>2$, and $|x|,|y|$ are both even, then $\Gamma_{1,1}=\left[a d_{n}(x)(y)\right]^{p-1}, \Gamma_{i, p-i}=d_{n}^{i}(x)(y), \quad i \neq 0, p$, where $d_{n}^{i}(x)(y)$
have already been defined.
We also have the following additional formulas

$$
\begin{aligned}
\left.0=\lambda_{n}\left(x^{*} y\right) \quad \xi_{n}\left(x^{*} y\right)\right) & =x^{p} y a d_{n}^{p}(y)(x)+x y^{p} a d_{n}^{p}(x)(y) \\
& +\sum_{0 \leq i, j<p} x^{i} y^{j+1} a d_{n}\left(\Gamma_{i j}\right)(x)+x^{i+1} y^{j} a_{n}\left(\Gamma_{i j}\right)(y) \\
& +\sum_{0 \leq i, j<p}(i-j) x^{i} y^{j} \Gamma_{i j} a d_{n}(y)(x)
\end{aligned}
$$

and the resulting simplification in $\mathrm{GN}_{n} \mathrm{H}_{*} \mathrm{X}$,

$$
a d_{n}\left(\Gamma_{i, j-1}\right)(x)+a d_{n}\left(P_{i-1, j}\right)(y)+(i-j) \Gamma_{i j} a a_{n}(y)(x)=0
$$

This last formula allows an inductive calculation of the $r_{i j}$ in terms of $\Gamma_{i, i}$. Other coefficients may be calculated for different values of $i$ and $j$, and in case some of $n, x$, and $y$ are odd. It does not appear fruitful to specify the $F_{i j}$ more directly.

The case $n=0$ is deliberately omitted; the reader may wish to observe the amusing complications here.

## Proof of Theorems 1.1(5) and 1.3(2), the Adem relations:

We initially consider the following commutative diagram:

where $\sigma$ is the equivariant inclusion of $\zeta_{n+1}(p)$ in $\varphi_{\infty}(p)$.
Assume, for the moment, that $p>2$. Let

$$
\begin{aligned}
r= & \sum_{k}(-1)^{k} v(s)(k,[s / 2]-p k) e_{r+(2 p k-s)(p-1)} \otimes e_{s-2 k(p-1)}^{p} \\
& -\delta(r) \delta(s-1) \sum_{k}(-1)^{k} v(s-1)\left(k,\left[\frac{s-1}{2}\right]-p k\right) e_{r+p+(2 p k-s)(p-1)} \otimes e_{s-2 k(p-1)-1}^{p}
\end{aligned}
$$

$$
\begin{aligned}
\Delta= & (-1)^{r s+m q} \underset{j}{\sum(-1)^{j} v(r)\left(j,\left[\frac{r}{2}\right]-p j\right) e_{s+(2 p j-r)(p-1)} \otimes e_{r-2 j(p-1)}^{p}} \\
& -\delta(s) \delta(r-1) \sum_{j}(-1)^{j}{ }_{\left.v(r-1)\left(j,\left[\frac{r-1}{2}\right]-p j\right) e_{s+p+(2 p j-r)(p-1)} \otimes e_{r-2 j(p-1)-1}^{p}\right)}
\end{aligned}
$$

for $r, s, q$ fixed integers and where our notation is that of [A; p.176]. (Recall that $\mathrm{m}=\frac{\mathrm{p}-1}{2}$.) Then by the stable results [A; 4.4 and 4.6], we have $\gamma_{*}\left(\sigma_{*} \otimes \sigma_{*}^{P}\right)(\Gamma-\Delta)=0$. Let $x \in H_{q} X$. Then $\theta_{p^{2}} \gamma_{*}\left((\Gamma-\Delta) \otimes X^{p^{2}}\right)=\sum X_{\alpha}$ where
 for some choice of $I_{t}, J_{t}$ and some $m_{i}>0, s>0$ or $r>0, C_{\alpha} \in \mathbb{Z} p$, $p \mid r$ or $p \mid s$ with $\ell\left(I_{t}\right)=\left(J_{t}\right)=1$, and $\left[\left(n_{1}+\cdots+n_{k}+2 m_{1}+\cdots+2 m_{\ell}\right) p+2 r+s\right]=p^{2}$.

To calculate $\xi_{n} Q^{5} x$, we observe that if $p>2, n+|x|$ is even, and hence $\lambda_{n}(x, x)=0$. Hence we may assume that $\dot{X}_{\alpha}=0$. The calculation of $\xi_{n} Q^{S} x$ follows directly from the proof of [ $A$; Theorem 4.7].

To calculate $\xi_{n} \beta Q^{s} x$, we first observe that
$\lambda_{n}\left(u, \xi_{n} B Q^{s} x\right)=a d_{n}^{p}\left(B Q^{s} x\right)(U)=0$. Hence no terms, $X_{\alpha}$, can be in $M_{X}$.
It follows that we may assume that $r=s=0$. Assume that $x$ is
primitive. It is an easy exercise in the definition of $G W_{H} H_{*} X$ to verify that $X_{\alpha}=0$. We proceed as hefore.

The case $p=2$ follows from the above remarks. Here we let

$$
\begin{aligned}
& r=\sum_{k}(k, s-2 k) e_{r+2 k-s} \otimes e_{s-k}^{2} \text { and } \\
& \Delta=\sum_{j}(j, r-2 j) e_{s+2 j-r} \otimes e_{r-j}^{2} .
\end{aligned}
$$

Since $\lambda_{n}(x, x)=0$ mod 2, we again appeal to [A; 4.7].

## Proof of Proposition 1.5, commatation with conjugation:

By $[G ; 5.8]$ and section 14 , it suffices to show that $X \xi_{n}=\xi_{n} X$ and $x \lambda_{n}(y, z)=-\lambda_{n}(x y, x z)$. We require some preliminary information.

Define $\bar{c}: I^{n+1} \rightarrow I^{n+1}$ by the formula $c\left(t_{1}, \ldots, t_{n+1}\right)=\left(1-t_{1}, t_{2}, \ldots, t_{n+1}\right)$.
Note that $\bar{c}$ is not a "1ittle cube". Further define $\bar{x}: \zeta_{n+1}(j) \rightarrow \zeta_{n+1}(j)$ by setting $\left.\quad \bar{x}<c_{1}, \ldots, c_{j}\right\rangle=\left\langle\bar{c}^{-1}{ }_{o c_{1}} \bar{c}, \ldots, \bar{c}^{-1}{ }_{o c_{j}} \bar{c}^{\rangle}\right.$. It is trivial to verify that $\bar{\chi}<c_{1}, \ldots, c_{j}>$ is in fact in $\bigodot_{\text {n }+1}(j)$. [See G; p. 30]. Let $c$ denote the standard inverse in $\Omega^{n+1}$.

Lenma 16.2. The following diagram equivariantly commutes:

Proof: Let $\left(\left\langle c_{1}, \ldots, c_{j}\right\rangle, y_{1}, \ldots, y_{j}\right) \varepsilon \zeta_{n+1}(j) \times\left(\Omega^{n+1} X\right)^{j}$. Then
$c \circ \theta_{n+1}\left(<c_{1}, \ldots, c_{j}>, y_{1}, \ldots, y_{j}\right)(v)= \begin{cases}y_{r}(u) & \text { if } c_{r}(u)=c v \\ * & \text { if } c v \notin \operatorname{Im} c_{i}, \text { and }\end{cases}$
$\theta_{n+1} o\left(\bar{x} \times e^{j}\right)\left(\left\langle c_{1}, \ldots, c_{j}\right\rangle, y_{1}, \ldots, y_{j}\right)(v)=\theta_{n+1} o\left(\left\langle_{c}^{-1} o c_{1} \overline{o c}, \ldots \bar{c}^{-1} o c_{j} o \bar{c}\right\rangle, c y_{1}, \cdots, c y_{j}\right)(v)$

$$
\begin{aligned}
& = \begin{cases}\mathrm{cy}_{r}(u) & \text { if } \overline{\mathrm{c}}^{-1} \circ \mathrm{c}_{\mathrm{j}} \circ \bar{c}(\mathrm{u})=\mathrm{v} \\
* & \text { if } \mathrm{v} \notin \operatorname{Im} \vec{c}^{-1} \circ c_{j} \circ \bar{c} .\end{cases} \\
& = \begin{cases}y_{r}(u) & \text { if } \bar{c}^{-1} \circ c_{j}(u)=v \\
* & \text { if } v \notin \operatorname{Im} \bar{c}^{-1} c_{j} .\end{cases}
\end{aligned}
$$

Hence the diagram commutes. Equivariance is evident.

## Proof of Proposition 1.5:

By, the defining fromula $(n \varepsilon=\phi(1 \otimes X) \psi)$ for the conjugation in a Eopf algebra, it is easy to calculate that (1) $x \xi_{0} y=x\left(y^{p}\right)=\xi_{0}(x y)$, and (2) $x_{0}(y, z)=x\left[y * z-\left.\left.(-1)|y|\right|_{z}\right|_{z} y_{y}\right]=-\lambda_{0}(x y, x z)$. To calculate $\chi \xi_{\mathrm{n}} \mathrm{y}$ and $\chi \lambda_{\mathrm{n}}(\mathrm{y}, \mathrm{z}), \mathrm{n}>0$, we observe that
(3) $\chi^{\theta}{ }_{p^{*}}\left(e_{n(p-1)} \otimes y^{p}\right)=\theta_{p^{*}}\left(\bar{\chi}_{*} e_{n(p-1)} \otimes(x y)^{p}\right) \quad$ and
(4) $\chi_{p^{*}}^{\theta}(\otimes y \otimes z)=\theta_{p^{*}}\left(\bar{X}_{*}(\otimes x y \otimes x z)\right.$ by 16.2. Since $\bar{x}$ is an order 2 equivariant automorphism of $\zeta_{n+1}(j)$, it follows that

$$
\bar{x}_{*} e_{n(p-1)}=k e_{n(p-1)} \text { and } \bar{x}_{* l}=\ell_{l} \text { where } k^{2}=\ell^{2}=1
$$

Combining the formulas $\sigma_{\star} \chi \xi_{n} y=x \xi_{n-1} \sigma_{\star} y \quad$ and $\quad \sigma_{\star} x \lambda_{n} \cdot(y, z)=x \lambda_{n-1}\left(\sigma_{\star} y, \sigma_{\star} z\right)$ with (1) and (2) above and an evident induction, we observe that $k=1$ and $\ell=-1$. The result follows.
17. The Nishida relations

We prove Theorems $1.1(7)$ and $1.3(3)$ by calculating the A-action on the operation $\xi_{n}$ and, if $p>2$, on the operation $\zeta_{n}$ by induction on n. Evidently, this information suffices to calculate inductively the A-action on $\beta^{\varepsilon} Q^{s}$.

If $n=0$, the class $e_{0} \otimes X^{p} \varepsilon H_{*} \zeta_{1}(p) \otimes_{\pi_{p}}\left(H_{*} X\right)^{p}$ is in the image of the map $H_{*} \zeta_{1}(p) \otimes\left(H_{*} X\right)^{p} \rightarrow H_{*} \bigodot_{1}(p) \otimes_{\pi_{p}}\left(H_{*} X\right)^{p}$. We calculate the A-action on $e_{0} \otimes x^{p}$ by using the dual of the external Cartan formula and naturality: $P_{*}^{r}\left(e_{0} \otimes x^{p}\right)=\sum_{i_{1}+\ldots+i_{p}=r} e_{0} \otimes P_{*}^{i_{1}} x \otimes \ldots \otimes P_{*}^{i_{x}} p_{x}$. Evidently $P_{*}^{r}\left(e_{0} \otimes x^{p}\right)=e_{0} \otimes\left(P_{*}^{[r / p]_{x}}\right)^{p}+\sum e_{0} \otimes P_{*}^{i \sigma(1)} x \otimes \ldots \otimes P_{*}^{i \sigma}(p){ }_{x}$
 over sequences $\left(i_{1}, \ldots, i_{p}\right)$ such that $i_{1}+\ldots+i_{p}=r, i_{1}=\ldots=i_{n_{1}}$,
$i_{n_{1}+1}=\ldots \dot{i_{n_{2}}}, \ldots, i_{n_{k-1}+1}=\ldots=i_{n_{k}}=i_{p}, i_{n_{1}}<\ldots<i_{n_{k}}, k>1$,
and $\sigma$ runs over a complete set of distinct left coset representative
for $\sum_{n_{1}} \times \sum_{n_{2}-n_{1}} \times \ldots \times \sum_{n_{k}-n_{k-1}}$ in $\sum_{p}$. Consider
$\theta_{1}: \zeta_{1}(p) \times x^{p} \rightarrow x$. Since $\theta_{1 *} P_{*}^{r}\left(e_{0} \otimes x^{p}\right)=p_{*}^{r} \theta_{1^{*}}\left(e_{0} \otimes x^{p}\right)$ and
$\theta_{1 *}\left(e_{0} \otimes x_{1} \otimes \ldots \otimes x_{p}\right)=x_{1} * \ldots * x_{p}$, we observe that
$\left.P_{*}^{r} \xi_{0} x^{x}=\xi_{0} P_{*}^{[r i} / p\right]_{x}+\sum\left(P_{*}^{i} \sigma(1)_{x}\right) * \ldots *\left(P_{*}^{i_{\sigma}(p)} x\right)$ where the sum runs
over sequences ( $i_{1}, \ldots, i_{p}$ ) described above. By Lemma 17.1 which is stated and proved directly after this proof , this sum is given by

## (p-1)-fold commutators as

$$
\sum \frac{1}{n_{1}} \quad \operatorname{ad}_{0}\left(P_{*}^{i}(1){ }_{x}\right) \ldots \operatorname{ad}_{0}\left(P_{*}^{i \sigma}\left(p^{-1}\right){ }_{x}\right)\left(P_{*}^{i 1} x\right)
$$

where the sum runs over sequences ( $i_{1}, \ldots, i_{p}$ ) described in Theorem 1.3(5).
To calculate $P_{*}^{r_{i}} \xi_{n} x, n>0$, observe that it suffices to do the calculations in $H_{*} \Omega^{n+1} \Sigma^{n+1}$. For convenience, we let

$$
\begin{aligned}
S_{x}= & \sum_{i}(-1)^{r+i}\left(r-p i, \frac{n+q}{2}(p-1)-p r+p i\right) Q^{-\frac{n+q}{2}-r+i} p_{*}^{i}{ }_{x} \\
& {\left[\sum_{i}(r-p i,(n+q)(p-1)-p r+p i) Q^{n+q-r+i^{i}} p_{*}^{i} x\right] }
\end{aligned} .
$$

 stable case $[A ; s 10]$, it follows that $P_{*}^{r} \xi_{n} x-S_{x} \in \operatorname{Ker} j_{n+1}(X)_{夫}$ where $j_{n+1}(X)$ denotes the inclusion of $\Omega^{n+1} \Sigma^{n+1} X$ in $Q X$. We will show that $\mathrm{P}_{{ }_{*}^{r} \xi_{n}} \mathrm{X}-\mathrm{S}_{\mathrm{x}}=\Gamma$ where r is given by the sum of ( $\mathrm{p}-1$ )-fold iterated Browder operations specified in Theorem 1.3(5).

To obtain an inital estimate of $P_{\underset{\sim}{r}} \xi_{n} x-S_{x}$, we use the following commutative diagram:


By the defintion of $\xi_{n} X$ and naturality of $P_{*}^{r}$
 Dyer-Lashof operations may occur as summands of $P_{*_{n}^{r}}^{\xi_{n}} X-S_{X}$. Consequently
where $w\left(\lambda_{I_{1}}\right)+\ldots+w\left(\lambda_{I_{j}}\right) \leq p$ and if $\lambda_{I_{1}}=\ldots=\lambda_{I_{j}}$ then $j<p$.
We recall the definition of the submodule $M_{X}$ of $\mathrm{GN}_{\mathrm{n}} \mathrm{H}_{*}\left(\mathrm{X} V \mathrm{~S}^{\ell}\right)$ [section
 decomposable summands. Let $P_{x_{n}}^{r} \xi_{n}-S_{x}=\Gamma$. Collecting this information, we have the formulas
(i) $P_{*}^{r} \lambda_{n}\left(1, \xi_{n} x\right)=\lambda_{n}\left(1, P_{*}^{r_{n}} \xi_{n}\right)=\lambda_{n}\left(1, S_{x}+i\right)$,
(ii) $\lambda_{n}\left(1, S_{x}\right)=0$ if $p l r$ (Observe that no top operations occur in $S_{x}$.),
(iii) $\lambda_{n}\left(, S_{x}\right)=a d_{n}^{p}\left(P_{*}^{i} x\right)(1)$ if $r=i p$, and

Hence $\lambda_{n}(, T)$ has no decomposable summands. A glance at the proof of Lemma 14.1, reveals that if $r \neq 0, n>0$, and $r$ has decomposable summands (with respect to the Pontrjagin product), then $\lambda_{n}$ (,$T$ ) has non-trivial decomposable summands. Consequently $r$ is a sum of iterated Browder operations which must suspend nontriviaily to $H_{*} \Omega^{n} \Sigma^{n+1} X$. The formula for $P_{*}^{r} \xi_{n} X$ follows from the formula for $P_{{ }_{*}^{r}}^{r} \xi_{0} x$, induction on $n$, and the formula $\sigma_{\neq} P_{A}^{\mathrm{r}} \xi_{\mathrm{n}} \mathrm{X}=\mathrm{P}_{\star}^{\mathrm{r}} \xi_{\mathrm{n}-1} \sigma_{\star} \mathrm{x}$.

To calculate the A-action on $\zeta_{n} x$, we use the above technique: any unstable error term, $\Gamma$, must lie in the image of the map

$$
H_{*}\left(\zeta_{n+1}(p) x_{\Sigma_{p}} x^{p}\right) \xrightarrow{\left(1 x_{n+1}^{p}\right)_{*}^{*}} H_{*}\left(\zeta_{n+1}(p) x_{\Sigma_{p}}^{\left(\Omega^{n+1} \Sigma^{n+1} X\right)}\right)^{\theta} \xrightarrow{\theta+1, p_{*}^{*}} H_{*} \Omega^{n+1} \Sigma^{n+1} X
$$

It follows that $\Gamma \varepsilon M_{X}$. Since no top operations ( $\xi_{n}$ ) can occur fn the stable summand in the Nishida relation for $\mathbb{P}_{*_{n}} \mathrm{X}$, it follows that
$\lambda_{n}(l, \Gamma)=0$. (Recall here the equations $\lambda_{n}\left(x, \zeta_{n} y\right)=0=\lambda_{n}\left(x, \beta^{\varepsilon_{Q}}{ }_{z}\right)$ ). An application of Lemma 14.1 indicates that there are no unstable error terms.

We next show that the definitions of $\zeta_{n} X$ given in Theorem 1.3 and in section 5.7 are consistent. Let $\xi_{n} x$ and $\zeta_{n} x$ be defined as in section 5.7. It suffices to show that $\beta\left(\xi_{n} x\right)=\zeta_{n}(x)+a d_{n}^{p}(x)(\beta x)$ where $\beta$ is the mod $p$ hamology Bockstein. Again by the above technique, we have that $B\left(\xi_{n} x\right)=\zeta_{n} x+\Delta$ where $\Delta \varepsilon \theta_{n+1 *} \circ\left(1 \times \eta_{n+1}^{p}\right)_{*}\left(H_{*} \zeta_{n+1}(p) x_{\Sigma_{p}} x^{p}\right)$. Clearly $\Delta \varepsilon M_{X}$.

## Combining the formulas

(i) $\beta \lambda_{n}\left(l, \xi_{n} x\right)= \pm_{n}\left(l, \beta \xi_{n} x\right)= \pm_{n}(l, \Delta)$ and
(ii) $\beta \lambda_{n}\left(i, \xi_{n} x\right)=\beta a d_{n}^{p}(x)(u)=\sum \pm \operatorname{ad}_{n}^{i}(x) a d_{n}(\beta x) a d_{n}^{p-i-1}(x)(u)$,
with the proof of Lemma 14.1, we see that $\Delta$ has no decomposable summands if $n \geq 1$. Hence $\Delta$ is a sum of iterated Browder operations which must suspend non-trivially to $H_{\star} \Omega^{n} \Sigma^{n+1} X$. Obviously,
$\beta \xi_{0} x=\beta\left(x^{p}\right)=\sum_{p-1 \geq i \geq 0} x^{i} * \beta x * x^{p-i-1}=a d_{0}^{p-1}(x)(\beta x)$ (see Jacobson [12]).
Since $\sigma_{*} \beta \xi_{n} x=-\beta \xi_{n-1} \sigma_{*} x$ and $\sigma_{*} \beta=-\beta \sigma_{*}$, the result follows by induction on $n$ and the result for $n=0$.

Finally, we must demonstrate the identity for a restricted Lie algebra required for the calculation of $\mathrm{P}_{\star}^{\mathrm{r}} \xi_{0} \mathrm{X}$. Consider the tensor algebra, TV , of the graded $Z_{p}$ vector space space $\nabla$, where $V$ is generated by variables $x_{1}, \ldots, x_{k}$, all of even degree. Fix non-negative integers $n_{1}, \ldots, n_{k}$ such that $n_{1}+\ldots+n_{k}=p$. We consider the polynomial $P\left(x_{1}, \ldots, x_{k}\right)=\sum y_{1} * \ldots * y_{p}$ where the sum is taken over all monomials $y_{1} * \ldots * y_{p}$ with $n_{i}$ factors of $x_{i}$. We express $P\left(x_{1}, \ldots, x_{k}\right)$ in terms of commutators.

Lemma 17.1. $P\left(x_{1}, \ldots, x_{k}\right)=\frac{1}{n_{1}} \sum \operatorname{ad}\left(y_{1_{\sigma(p-1)}}\right) \ldots \operatorname{ad}\left(y_{i_{\sigma(1)}}\right)\left(x_{1}\right)$ where summation is over sequences ( $y_{1}, \ldots, y_{p-1}$ ) such that
$y_{1}=\ldots=y_{n_{1}-1}=x_{1}, y_{n_{1}}=\ldots=y_{n_{2}+n_{1}}=x_{2}, \ldots$,
$\mathrm{y}_{\mathrm{n}_{\mathrm{k}-1}}+\ldots+\mathrm{n}_{1}+\mathrm{k}-2=\ldots=\mathrm{y}_{\mathrm{n}_{k}+\mathrm{n}_{k-1}}+\ldots+\mathrm{n}_{1}+\mathrm{k-2}=\mathrm{x}_{\mathrm{k}}$, and $\sigma$ runs over
a complete set of distinct left coset representatives for
$\Sigma_{n_{1}-1} \times \Sigma_{n_{2}} \times \ldots \times \Sigma_{n_{k}}$ in $\Sigma_{p-1}$.
Proof: Let $z=x_{2}+\ldots+x_{k}$. Observe that $P\left(x_{1}, \ldots, x_{k}\right)$ is a summand of $\left(x_{1}+z\right)^{p}=x_{1}^{p}+z^{p}+\sum d_{0}^{i}\left(x_{1}\right)(z)$. From the definition of the $d_{0}^{i}$, we observe that $P\left(x_{1}, \ldots, x_{k}\right)$ is a surmand of $d_{0}^{{ }^{4}}\left(x_{1}\right)(z)$. Expanding
$d_{0}^{i}\left(x_{i}\right)(z)$ using bilinearity of $\lambda_{0}(-,-)$, we have

$$
\begin{aligned}
& n_{1} d^{\mathrm{n}_{1}}\left(\mathrm{x}_{1}\right)(\mathrm{z})=\sum \mathrm{ad}_{0}^{\mathrm{j}_{1}}\left(\mathrm{x}_{1}\right) \mathrm{ad}_{0}^{\mathrm{k}_{1}}(\mathrm{z}) \ldots \operatorname{ad}_{0}^{\mathrm{j}_{r}}\left(\mathrm{x}_{1}\right) \mathrm{ad}_{0}^{\mathrm{k}_{\mathrm{r}}}(\mathrm{z})\left(\mathrm{x}_{1}\right) . \\
& =\sum \operatorname{ad}_{0}^{j 1}\left(x_{1}\right) \operatorname{ad}_{0}\left(y_{1}, k_{1}\right) \ldots \operatorname{ad}_{0}\left(y_{k_{1}, k_{1}}\right) \operatorname{ad}_{0}^{j_{r}}\left(x_{1}\right) \ldots a d_{0}\left(y_{k_{r}, k_{r}}\right)\left(x_{1}\right) .
\end{aligned}
$$

for $y_{i, j} \in\left\{x_{2}, \ldots, x_{k}\right\}$. By inspection
$P\left(x_{1}, \ldots, x_{k}\right)=\frac{1}{n_{1}} \sum a d_{0}\left(y_{\left.i_{\sigma(p-1)}\right)}\right) a d_{0}\left(y_{i_{\sigma(p-2)}}\right) \ldots a d_{0}\left(y_{i_{\sigma(1)}}\right)\left(x_{1}\right)$
where $y_{1}=\ldots=y_{n_{1}-1}=x_{1}, y_{n_{1}}=\ldots=y_{n_{2}+n_{1}}=x_{2}, \ldots$,
$y_{n_{k-1}}+\ldots+n_{1}+k-2=\ldots=y_{n_{k}+n_{k-1}}+\ldots+n_{1}+k-2=x_{k}$ and $\sigma$ runs over
a complete set of distinct left coset representatives for
$\Sigma_{n_{1}-1} \times \Sigma_{n_{2}} \times \ldots \times \quad \Sigma_{n_{k}}$ in $\quad \Sigma_{p-1}$.

Appendix: Homology of the classical braid groups
Our description of $\mathrm{H}_{7} \mathrm{C}_{2} \mathrm{~s}^{0}$ yields a calculation of the homology of the braid groups, $\mathrm{B}_{\mathrm{r}}$, on I strings. Here we describe these results with coefficients in $\mathbb{Z}_{\mathrm{p}}, \mathbb{Z}$, and $\mathbb{Q}$ (all with trivial action). When homology is taken with $\mathbb{Z}_{\mathrm{p}}$ coefficients, the action of the Steenrod algebra, A, is also completely described. In case coefficients are taken in $\mathbb{Z}_{2}$, the additive results here have been described by Fuks [29].

Theorem A.1. (a) Let $p=2$. Then $H_{r}\left(B_{r} ; \mathbb{Z}_{2}\right)$ is isomorphic as a module over A to the algebra over A

$$
\frac{P\left[\xi_{j}\right]}{I}
$$

where
(i) $\left|\xi_{j}\right|=2^{j}-1$, and
(ii) I is the two sided ideal generated by

$$
\left(\xi_{j_{1}}\right)^{u_{1}} \ldots\left(\xi_{j_{t}}\right)^{k_{t}}
$$

where $\sum_{i=1}^{t} k_{i}{ }^{j}{ }^{j}>r$.
Furthermore, the $A$ action is completely described by requiring that $P_{f}^{r}$ act trivially if $I>1$ and that $P_{*}^{1}\left(\xi_{j+1}\right)=\left(5_{j}\right)^{2}$ if $j \geq 1$ and $\mathrm{P}_{\mathrm{t}}^{1} \xi_{1}=0$;
(b) Let $p>2$. Then $H_{A}\left(B_{r} ; \mathbb{Z}_{P}\right)$ is isomorphic as a module over $A$ to the algebra over $A$

$$
\frac{E[\lambda] 区 E\left[\xi_{j}\right] \mathrm{P}\left[\beta \xi_{j}\right]}{I}
$$

where
(i) $|\lambda|=1$
(ii) $\left|\beta^{\varepsilon} \xi_{j}\right|=2 p^{j}-1-\varepsilon$, and
(iii) I is the two-sided ideal generated by
where

$$
\begin{gathered}
(\lambda)^{\ell} \cdot\left(\beta^{\varepsilon} 1_{\xi_{j_{1}}}\right)^{k_{1}} \ldots\left(\beta^{\varepsilon_{\xi_{j_{j}}}}\right)^{k_{t}} \\
2\left(\ell+\sum_{i=1}^{t} k_{i} p^{j_{i}}\right)>r .
\end{gathered}
$$

Furthermore the A-action is described by requiring that $\mathbb{P}_{*}^{r}$ act trivially and that $\beta \lambda=0$ and $\beta\left(\xi_{j}\right)=\beta \xi_{j}$.

Remark A.2. The classes $\xi_{j}$ in case $p=2$ correspond to the elements $\overbrace{\bar{\xi}_{1} \cdots \bar{\xi}_{1}}^{j}$ ([1]) in the homology of $C_{2} s^{0}$; the classes $\beta^{\varepsilon} \xi_{j}$ in case $p>2$ correspond to the elements $\beta^{\varepsilon} \overbrace{\xi_{1} \ldots \bar{\xi}_{I}}^{j} \lambda_{1}([1],[1])$ while $\lambda$ corresponds to $\lambda_{1}([1],[1])$ in the homology of $C_{2} s^{0}$.

We may read off $H_{H}\left(B_{r} ; z\right)$ and $\left(H_{r}\left(B_{r} ; Q\right)\right.$ from the action of the Bocksteins and the results in sections 3 and 4.

Corollary A.3. If $r \geq 2, \quad H_{*}\left(B_{r} ; \mathbb{Q}\right)=H_{*}\left(S^{1} ; \mathbb{Q}\right)$ and $H_{1}\left(B_{r} ; \mathbb{Z}\right)=\mathbf{Z}$.
To compute $H_{*}\left(B_{r} ; \mathbb{Z}\right)$ we have
Corollary A.4. The p-torsion in $H_{X}\left(B_{r} ; \mathbb{Z}\right)$ is all of order $p$. In particular the $p$-torsion subgroup of $H_{r}\left(B_{r} ; \mathbb{Z}\right)$ in degrees greater than one is additively isomorphic to the following:
(i) If $P=2$, the free strictly commutative algebra $\xi_{1}$ and $\left(\xi_{j}\right)^{2}$, $j>1$, subject to the conditions of Theorem A.1, and
(ii) If $p>2$, the free commatative algebra on $\lambda$ and the $\beta \xi_{j}$ subject to the conditions of Theorem A. 1.

These corollaries follow immediately from Theorems 3.12 and A.1. To prove A.l, it suffices only to recall the results in section 4 and that

$$
0 \longrightarrow \tilde{H}_{.} F_{j} C_{n+1} X \longrightarrow \tilde{H}_{*} F_{j+1} C_{n+1} X \longrightarrow \tilde{H}_{n} E_{j+1}^{0} C_{n+1} X \longrightarrow 0
$$

is short exact. Here we set $n+1=2$ and $X=s^{0}$. The computation of the Steenrod operations is also immediate from the A-action specified by Theorems 1.2, 1.3, and Lemma 3.10. .
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## THE HOMOLOGY OF $\operatorname{SF}(\mathrm{n}+1)$

Fred Cohen
This paper contains a computation of the Hopf algebra structure of $\mathrm{H}_{*}\left(\mathrm{SF}(\mathrm{n}+1) ; \mathrm{Z}_{\mathrm{p}}\right)$ where $\mathrm{SF}(\mathrm{n}+1)$ is the space of based degree one self-maps of $\mathrm{s}^{\mathrm{n}+1}$. The point of this computation is that it provides the essential first step necessary to obtain information about the homology of certain other monoids, such as $G(n+2)$, $\widetilde{\mathrm{PL}}(\mathrm{n}+2), \operatorname{Top}(\mathrm{n}+2)$ and of their classifying spaces.

Much information is already known in this direction due to May II, Milgram [2], and Tsuchiya [5]. However their methods fail to give the requisite information in case $p>2$ and $n$ is odd. Consequently much of the work in this paper is devoted to this case.

Section 1 contains the basic results concerning the composition pairing in homology together with the characterization of the Pontrjagin ring $H_{*}\left(\mathrm{SF}(\mathrm{n}+1) ; \mathrm{Z}_{\mathrm{p}}\right)$ for all n and p .

The geometric diagrams required for our computations are described in section 2. These diagrams are described in terms of the little cubes operads [G] and suffice to give complete formulas for the composition pairing in the homology of finite loop spaces.

The homological corollaries of section 2 are described, and are for the most part proven, in section 3; the formulas for $x \circ Q^{S} y$ and $x \circ \xi_{n} y$ are more delicate and are proven in section 4.

Section 5 contains a catalogue of special formulas for the homology of SF( $n+1$ ) along with the application of these formulas to the study of the associated graded algebra for $H_{*} \mathrm{SF}(\mathrm{n}+1)$.

In section 6, we show that $H_{*} \Omega^{n+1} S^{n+1}$ is not universal for Dyer-Lashof operations defined via the composition pairing if $n<\infty$. This is not merely an interesting exercise, which contrasts with the case $n=\infty$, but provides the key to the proof that the Pontrjagin ring $\mathrm{H}_{*} \mathrm{SF}(\mathrm{n}+1)$ is commutative.

To carry out the technical details of the proof of commutativity and other statements; it is first necessary to describe a certain sub-algebra of $H_{*} \Omega^{n+1} S^{n+1}$ together with some of its properties. This is done in section 7; as a first application of these properties we give the proof of the expansion of $\left(Q^{I}[m] *\left[1-a p^{j}\right]\right) \circ Q^{J} \lambda_{n}([1],[1]) \quad$ stated in section 5.

Since $\operatorname{SF}(\mathrm{n}+1)$ is not homotopy commutative and we don't know how to embed $H_{*} S F(n+1)$ as a sub-algebra of an algebra which we know a priori is commutative (if $n$ is odd), we must resort to computing commutators in $H_{*} \mathrm{SF}(\mathrm{n}+1)$. This step is carried out in section 8 using the results of the previous six sections together with III 1.1-1.5.
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## §1. THE HOMOLOGYOF $S F(n+1), n>0$

As usual, $S F(n+1)$ is the space of based degree one self-maps of $s^{n+1}$; $\mathrm{SF}(\mathrm{n}+1)$ is an associative H -space with identity, where multiplication is given by composition of maps. We give a complete description of the Hopf algebra structure of $H_{*} \operatorname{SF}(n+1)$, where all homology is taken with $\mathbb{Z}_{p}$-coefficients for $p$ an odd prime. Recall from III that $\Omega_{\phi}^{\mathrm{n}+1} \mathrm{~S}^{\mathrm{n+1}}$ denotes the component of the base point in $\Omega^{n+1} s^{n+1}$.

Theorem 1.1. The Pontrjagin ring $\mathrm{H}_{*} \mathrm{SF}(\mathrm{n}+1)$ is isomorphic as an algebra to $\mathrm{H}_{*} \Omega_{\phi}^{\mathrm{n}+1} \mathrm{~S}^{\mathrm{n}+1}$ for all $\mathrm{n}>0$ and all odd primes.

Remark 1.2. The coproduct on the algebra generators for $H_{*} \mathrm{SF}(\mathrm{n}+1)$ is determined from the list of generators given in Lemma 1. 7 here and the diagonal Cartan formulas given in III.1.1, 1.2, and 1.3.

We observe that the algebra isomorphism in Theorem 1.1 cannot be realized by an H-map if $n<\infty$ because $S F(n+1)$ is not homotopy commutative [4], while $\Omega_{\phi}^{\mathrm{n}+1} S^{\mathrm{n}+1}$ is evidently homotopy commutative.

Remark 1.3. The structure of the Pontrjagin ring is studied to determine the unstable analogues of the stable spherical characteristic classes, II and [2, 5]. Furthermore there are well-known maps (where any successive two form a fibration)

$$
S F(n+1) \rightarrow S G(n+2) \rightarrow S^{n+1} \rightarrow B S F(n+1) \rightarrow B S G(n+2)
$$

Hence the cohomology of $\operatorname{BSG}(n+2)$ follows from that of $\operatorname{BSF}(n+1)$. Consequently, we do not require an explicit computation of the Pontrjagin ring $\mathrm{H}_{*} \mathrm{SG}(\mathrm{n}+2)$. However the passage from $H_{*} S F(n+1)$ to $H_{*} \operatorname{BSF}(n+1)$ is not yet understood and will not be discussed here.

The crux of all these problems lies in showing

Theorem 1. 4. The Pontrjagin ring $H_{*} \mathrm{SF}(\mathrm{n}+1)$ is commutative for all n . and all primes p.

Remark 1.5. In case $p=2$, Theorem 1.4 was first proven by Milgram [2] and follows directly from the facts that the natural map

$$
\mathrm{i}_{\mathrm{n}+1 *}: \mathrm{H}_{*} \mathrm{SF}(\mathrm{n}+1) \rightarrow \mathrm{H}_{*} \mathrm{SF}
$$

is an algebra monomorphism and that SF is an infinite loop space (and obviously homotopy commutative). In case $p>2, i_{n+1 *}$ is again a monomorphism provided $n$ is even; if $n$ is odd, the kernel of $i_{n+1 *}$ consists of the ideal generated by the Browder operation, $\lambda_{n}([1],[1]) *[-1]$ and certain sequences of Dyer-Lashof operations applied to the Browder operation, $Q^{I} \lambda_{n}([1],[1]) *\left[1-2 p^{\ell(I)}\right]$, III. §3. Consequently, the structure of $\mathrm{H}_{*} \mathrm{SF}(\mathrm{n}+1)$ follows directly from the work of May II and Tsuchiya [5] provided $n$ is even.

Much of the work of this paper is directed toward the case in which $p>2$ and $n$ is odd. However the results to be proven on the composition pairing in sections 2 through 4 and 6 apply to the homology of any ( $n+1$ )-fold loop space and any prime p. Homological modifications required for the case $p=2$ are stated in brackets in these sections. When specialized to $H_{*} S F(n+1)$ with $n$ odd and $p>2$, they yield the formulas which are the heart of the calculation of the Pontrjagin algebra.

Theorem 1.1 results from a statement most conveniently given in a slightly more general setting. Consider the space of all based self-maps of $S^{n+1}$, denoted by $\widetilde{F}(n+1)$. Clearly $\widetilde{F}(n+1)$ is an associative $H$-space when given the multiplication defined by composition of maps, and, as a space, $\widetilde{F}(n+1)$ is $\Omega^{n+1} S^{n+1}$. Let $\widetilde{F}_{i}(n+1)$ denote the component of $\tilde{F}(n+1)$ consisting of those maps of degree i. Then $\operatorname{SF}(n+1)=\widetilde{F}_{1}(n+1)$ and $F(n+1)=\widetilde{F}_{1}(n+1) \cup \widetilde{F}_{-1}(n+1)$, and the inclusions of these
monoids into $\widetilde{F}(n+1)$ are homomorphisms. We let o denote the composition product in homology.

The homology of $\Omega^{\mathrm{n}+1} S^{n+1}$ has been studied in $I I I$, where it is shown that there is a non-zero homology class given by $\lambda_{n}([1],[1])$ (if $n$ is odd and $p>2$ ), which we abbreviate in this paper by $\lambda_{n}$. Furthermore there are additional operations, $Q^{S}$ and $\xi_{n}$, generalizing those of Dyer and Lashof, defined in the homology of $\Omega^{n+1} \Sigma^{n+1} X$. As in III, we denote iterations of these operations by $Q^{\frac{I}{1}}$ and carry over to this paper the associated notations concerning sequences of operations and degrees of elements. Notice that we write $Q^{\frac{n+|x|}{2}} \times\left[Q^{n+|x|} x\right]$ for $\xi_{n} x$.

We define a weight function on $\mathrm{H}_{*} \widetilde{F}(\mathrm{n}+1)$ by the formulas
(i) $w\left(Q^{I}[1] *[m]\right)=p^{\ell(I)}$ if $Q^{I}[1]$ is defined,
(ii) $\quad \mathrm{w}\left(\lambda_{\mathrm{n}} *[\mathrm{~m}]\right)=2$,
(iii) $w\left(Q^{I} \lambda_{n} *[m]\right)=2 p^{\ell(I)}$ if $Q^{I} \lambda_{n}$ is defined,
(iv) $w(x * y)=w(x)+w(y)$, and
(v) $w(x+y)=$ minimum $\{w(x), w(y)\}$.

We filter $\mathrm{H}_{*} \widetilde{\mathrm{~F}}_{\mathrm{i}}(\mathrm{n}+1)$ by defining $\mathrm{F}_{\mathrm{j}} \mathrm{H}_{*} \widetilde{\mathrm{~F}}_{\mathrm{i}}(\mathrm{n}+1)$ to be the vector space spanned by those elements of weight at least $j$ and prove

Theorem 1.6. Composition in $H_{*} \widetilde{F}(n+1)$ is filtration preserving and, modulo higher filtration, is given by the formula

$$
(x *[1]) \circ(y *[1])=x * y *[1]
$$

for $x, y \in H_{*} \widetilde{F}_{0}(n+1)$
Proof of Theorem 1.1: Define a morphism of algebras

$$
\mathrm{a}: \mathrm{H}_{*} \Omega_{\phi}^{\mathrm{n}+1} \mathrm{~S}^{\mathrm{n}+1} \rightarrow \mathrm{H}_{*} \mathrm{SF}(\mathrm{n}+1)
$$

by $a(x)=x *[1]$ on elements of the generating set specified by III. $§ 3$ and by the requirement that a be a morphism of (commutative!) algebras. This makes sense
because $H_{*} \mathrm{SF}(\mathrm{n}+1)$ is commutative by Theorem 1.4 and because $\mathrm{H}_{*} \Omega_{\phi}^{\mathrm{n}+1} \mathrm{~S}^{\mathrm{n}+1}$ is free commutative. The previous theorem implies that $a$ is filtration preserving and induces an isomorphism on $\mathrm{E}^{0}$, the associated graded algebra. Thus Theorem 1.1 will be proven once Theorems 1.4 and 1.6 are proven.

The structure of the associated graded algebra is proven without use of the commutativity of $\mathrm{H}_{*} \mathrm{SF}(\mathrm{n}+1)$ and is already sufficient to prove the following lemma, which provides a list of the algebra generators for $H_{*} \mathrm{SF}(\mathrm{n}+1)$.

Lemma. 1.7. Assume that $p>2$ and $n$ is odd. Then the following set generates $\mathrm{H}_{*} \mathrm{SF}(\mathrm{n}+1)$ as an algebra (under the composition pairing)
(i) $\lambda_{n} *[-1]$,
(ii) $Q^{I} \lambda_{n} *\left[1-2 p^{\ell(I)}\right]$, and
(iii) $Q^{J}[1] *\left[1-p^{\ell(J)}\right]$
where I and J are specified by III. §3.

Proof of Lemma 1.7: Let $x, y \in H_{*} \widetilde{F}_{0}(n+1)$. Then by Theorem 1.6, we have the formula $(x *[1]) \circ(y *[1])=x * y *[1]$ modulo terms of higher filtration. Using this formula together with the additive structure of $\mathrm{H}_{*} \widetilde{F}_{1}(\mathrm{n}+1)$ given in III. §3, we see that the projections of the elements specified in Lemma 1.7 generate the associated graded algebra for $\mathrm{H}_{*} \mathrm{SF}(\mathrm{n}+1$ ). Lemma 1.7 now follows directly from the following lemma which we state without proof.

Lemma 1.8. Let $A$ be a positively graded connected filtered algebra. Let $\left\{x_{a} \mid a \in I\right\} \subseteq A$ be such that the projections of the $x_{a}$ form a collection of algebra generators for the associated graded algebra. Then the $X_{a}$ generate $A$ as an algebra.

## 62. THE COMPOSITION PAIRING AND THE LITTLE CUBES

It is convenient to work in a more general setting than that obtained by restricting attention to $\mathrm{SF}(\mathrm{n}+1)$. As preliminaries to this section (and the others), we assume that all spaces in sight are compactly generated Hausdorff with nondegenerate base points. Hence the results of I, III, and [G] apply and we take them for granted.

We consider the (right) composition of $\widetilde{F}(n+1)$ on $\Omega^{n+1} X$,

$$
c_{n+1}: \Omega^{n+1} X \times \tilde{F}(n+1) \rightarrow \Omega^{n+1} X
$$

where $c_{n+1}$ is given on points by $c_{n+1}(f, g)=f \circ g$. We record in this section the requisite commutative diagrams which relate the composition pairing, $c_{n+1}$, to the action of the little cubes, $\theta_{n+1}$. The geometric setting provided by the little cubes is especially convenient for several reasons. The relevant diagrams equivariantly commute on the nose (not just up to equivariant homotopies) and consequently our proofs are simple and easy to visualize. Most importantly, complete results on the composition pairing for finite loop spaces are obtained.

Recall that $\Omega^{\mathrm{n}+1} \mathrm{X}$ is identified as the space of continuous based maps from $S^{n+1}$ to $X, S^{n+1}=I^{n+1} / \partial I^{n+1}$. It is convenient to recall here several of the maps defined in [G]. First we consider the map

$$
a_{n+1}: C_{n+1} X \rightarrow \Omega^{n+1} \Sigma^{n+1} X
$$

By definition, $a_{n+1}$ is the composite

$$
C_{n+1} X \xrightarrow{C_{n+1}^{\eta}} C_{n+1} \Omega^{n+1} \Sigma^{n+1} X \xrightarrow{\theta+1} \Omega^{n+1} \Sigma^{n+1} X
$$

where $\eta$ is the evident inclusion of $X$ into $\Omega^{n+1} \Sigma^{n+1} X$. Furthermore, the map $\theta_{n+1}$ is induced by

$$
\theta_{n+1}: \zeta_{n+1}(j) \times\left(\Omega^{n+1} X\right)^{j} \rightarrow \Omega^{n+1} X
$$

where

$$
\theta_{n+1}\left(<c_{1}, \ldots, c_{j}>, f_{1}, \ldots, f_{j}\right)(u)=\left\{\begin{array}{l}
f_{j}(v) \text { if } c_{j}(u)=v \\
* \text { otherwise. }
\end{array}\right.
$$

Since $C_{n+1} s^{0}=\prod_{j \geq 0} \frac{\varrho_{n+1}(j)}{\Sigma_{j}}$, the map

$$
a_{n+1}: C_{n+1} S^{0} \rightarrow \Omega^{n+1} S^{n+1}=\widetilde{F}(n+1)
$$

yields a particularly simple description:

$$
\left(a_{n+1}<c_{1}, \ldots, c_{j}>\right)(u)=\left\{\begin{array}{cc}
v & \text { if } c_{j}(v)=u \\
* & \text { otherwise }
\end{array}\right.
$$

The following picture provides a visualization of this map:


Combining these descriptions with the definition of the composition pairing yields

Lemma 2.1. The following $\Sigma_{j}$-equivariant diagram commutes

where $\Delta(x)=\overbrace{(x, \ldots, x)}^{j \text {-times }}$.
This diagram allows us, in principle, to compute the composition pairing locally; that is, one operation in $H_{*} \tilde{F}(n+1)$ at a time. Evidently, it would be convenient to have an analogous diagram which would facilitate the computation (in homology) of the composite

$$
\zeta_{n+1}(j) \times\left(\Omega^{n+1} X\right)^{j} \times \widetilde{F}(n+1) \xrightarrow{\theta}{ }_{n+1} \times 1 \Omega^{n+1} X \times \widetilde{F}(n+1) \xrightarrow{c}{ }_{n+1} \Omega^{n+1} X
$$

in terms of $\theta_{\mathrm{n}+1}, \mathrm{c}_{\mathrm{n}+1}$, and diagonal maps. It seems unlikely that an easily visualized diagram of this ilk exists. However, we do have analogues in case $\widetilde{F}(n+1)$ is replaced by $C_{n+1} s^{0}$ and $\Omega^{n+1} X$ by $C_{n+1} X$.

We recall the map

$$
c_{n+1}: C_{n+1} X \times C_{n+1} s^{0} \rightarrow C_{n+1} X
$$

defined in [G] and the following proposition which is proved there.

Proposition 2.2. The following diagram commutes:

Corollary 2.3. $\mathrm{C}_{\mathrm{n}+1} \mathrm{~s}^{0}$ is an associative monoid with multiplication given by $c_{n+1}$. The map $a_{n+1}$ is a homomorphism of monoids.

The following few observations indicate that $C_{n+1} s^{0}$ has even more structure.

Set

$$
\begin{aligned}
& F_{r} C_{n+1} S^{0}=\frac{11}{j \geq 0} \frac{\varphi_{n+1}\left(r^{j}\right)}{\sum_{r}^{j}} \text { if } r>1, \text { and } \\
& F_{1} C_{n+1} S^{0}=F_{0} C_{n+1} S^{0}=C_{n+1} S^{0}
\end{aligned}
$$

Then we have the following obvious corollary to Proposition 2.2, which will be useful in the study of $H_{*} \operatorname{BSF}(n+1)$.
Corollary 2.4. $\mathrm{F}_{\mathrm{r}} \mathrm{C}_{\mathrm{n}+1} \mathrm{~S}^{0}$ is an associative H -space with identity and the inclusions

$$
\mathrm{F}_{\mathrm{r}} \mathrm{C}_{\mathrm{n}+1} \mathrm{~S}^{0} \rightarrow \mathrm{~F}_{\mathrm{r}} \mathrm{C}_{\mathrm{n}+1} \mathrm{~S}^{0} \rightarrow \mathrm{C}_{\mathrm{n}+1} \mathrm{~S}^{0}
$$

are all homomorphisms.
Proof: It is easy to check that $\mathrm{F}_{\mathrm{r}} \mathrm{C}_{\mathrm{n}+1} \mathrm{~S}^{0}$ is closed under the pairing defined by $c_{n+1}$.

Proposition 2.5. The following $\Sigma_{j} \times \Sigma_{k}-$ equivariant diagram commutes, where $i$ is the natural map of $\oint_{n+1}(k)$ into $C_{n+1} s^{0}$ :

$$
\begin{aligned}
& \zeta_{n+1}(j)^{k} \times\left(C_{n+1} x\right)^{j k} \times \zeta_{n+1}(k) \\
& C_{n+1} X
\end{aligned}
$$

Proof: This follows from an obvious check of definitions.
Rernark 2.6. 'Together with an obvious modification of Lemma 2.1,
Proposition 2.5 shows that a two sided distributivity law is satisfied by the products: * and $c_{n+1 *}$ in $C_{n+1} s^{0}$. This contrasts with the case of $\tilde{F}(n+1)$.

## §3. FORMULAS FOR THE COMPOSITION PAIRING

We consider the composition pairing, $c_{n+1}$, which was defined in section 2 . This section is a catalogue of homological information concerning $c_{n+1 *}$ which is required in the following sections.

Remark 3.1. If $n=\infty$, the composition pairing has been studied by Madsen [1], May II, Milgram [2], and Tsuchiya [5]. Their results give insufficient information in case $n<\infty$ for our purposes. In particular, their methods give no infor mation at all about the classes $Q^{I} \lambda_{n}$.
Theorem 3.2. $c_{n+1 *}$ gives $H_{*} \Omega^{n+1} X$ the structure of Hopf algebra over the Hopf algebra $H_{*} \tilde{F}(n+1)$. Furthermore for $x \in H_{*} \Omega^{n+1} X$ and $y, z \in H_{*} \tilde{F}(n+1)$ the following formulas hold:
(i) $x \circ(y * z)=\Sigma(-1)\left|x^{\prime \prime}\right||y|\left(x^{\prime} \circ y\right) *\left(x^{\prime \prime} c z\right)$ where $\psi x=\Sigma x^{\prime} \otimes x^{\prime \prime}$,
(ii) $\left.x \circ Q^{s} y=\sum_{i}^{\sum} Q^{s+i} \underline{n+|y|}_{2}^{\left(P^{i}\right.}{ }^{i} x \circ y\right)$ if $Q^{s} y$ is defined,
(iii) $x \circ \xi_{n} y=\sum_{i}^{i} Q^{\frac{n+|y|}{2}}+i\left(P_{*}^{i} x \circ y\right)+\Delta$ if $\xi_{n} y$ is defined,
where $\Delta$ is given by at least two fold iterations of the operation $\lambda_{n}(-,-)$ on elements of $H_{*} \Omega^{n+1} X\left[x \circ \xi_{n} y=\Sigma Q^{n+|y|+i}\left(P_{*}^{i} x \circ y\right)+\Delta\right.$ where $\Delta$ is given in terms of the (non-iterated) operation $\lambda_{n}(-,-)$ on elements of $\left.H_{*} \Omega^{n+1} X\right]$, and
(iv) $x \circ \lambda_{n}=\Sigma(-1)\left|x^{\prime \prime}\right|_{\lambda_{n}}\left(x^{\prime}, x^{\prime \prime}\right)$ where $\psi x=\Sigma x^{\prime} \otimes x^{\prime \prime}$.

Remark 3.3. The error $\Delta$ in 3.2 (iii) can be determined precisely with some additional work; the result stated here has the advantage that it is both sufficient for our purposes and follows directly from the methods in III.

Using the results of Theorem 3.2, we prove the following two results in section 6 .

Theorem 3.4. Let $y$ be a spherical homology class in $H_{*} \Omega^{n+1} \Sigma^{n+1} X$ such that $|y| \geq n$ if $n$ is odd or $|y|>n$ if $n$ is even $[|y|>n]$. Let $z \in H_{*} \widetilde{F}(n+1)$ be such
that $|z|>0$ and let $Q^{I} y$ be defined. Then

$$
y \circ z=0 \quad \text { and } \quad Q^{I} y \circ z=0
$$

Proposition 3.5. Let $Q^{I} \lambda_{n}, Q^{J} \lambda_{n^{\prime}}$ and $Q^{K}[1]$ be defined in $H_{*} \widetilde{F}(n+1)$ and let $\mathrm{m}=1-\mathrm{ap}$. Then
(i) $\left([\mathrm{m}] * Q^{I} \lambda_{n}\right) \circ Q^{K}[1]=0$, and
(ii) $\left([m] * Q^{I} \lambda_{n}\right) \circ Q^{J} \lambda_{n}=0$.

Remark 3.6. This last theorem and proposition indicate an interesting contrast between the composition pairings in homology for finite and infinite loop spaces. This contrast provides the key to Theorem 1.4 and is discussed more thoroughly in section 6 .

We require some additional information for which we recall that $\varepsilon$ denotes the counit for $\mathrm{H}_{*} \tilde{F}(\mathrm{n}+1)$. The following proposition is an evident modification of the analogous result in I. §1, and the details of proof are left to the reader.

Proposition 3.7. Let $x \otimes y \in H_{*} \Omega^{n+1} X \otimes H_{*} \tilde{F}(n+1)$. Then:
(i) $\phi \circ \mathrm{y}=\varepsilon(\mathrm{y}) \phi$ where $\phi$ is the class of the base point in $\mathrm{H}_{*} \Omega^{\mathrm{n}+1} \mathrm{X}$,
(ii) $P_{*}^{k}(x \circ y)=\Sigma P_{*}^{i} x \otimes P_{*}^{k-i} y$, and
(iii) $\beta(x \circ y)=\beta x \circ y+\left.(-1)\right|^{|x|} \mid x \beta y$

Remark 3.8. Some of the formulas in Theorem 3.2 are similar to those given in the stable case in I. §1 and II. §2. Observe, however, that the formulas there are transposed from ours: we compute $x \circ(y * z)$ and $x \circ Q^{s} y$ rather than $(y * z) \circ x$ and $Q^{s} y \circ x$. Stably there is no real difference; unstably the distinction is vital since only one distributive law holds geometrically.

Before proceeding to the proofs of the results in this section, we require an
observation concerning the Nishida relations for $P_{*}^{r} Q^{s}$ and $P_{*}^{T} \xi_{n}$. Observe that the following lemma is trivially true if $n=\infty$, and is false in case $n<\infty$, without the additional hypothesis that $\beta^{\varepsilon} P_{*}^{r} y=0, r>0$.

Lemma 3.9. Let $y \in H_{*} \Omega^{n+1} X$ be such that $\beta^{\varepsilon} P_{*}^{r}=0$ for all $r>0$ and assume that $Q^{I} y$ is defined. Then $P_{*}^{s} Q^{I} y=\Sigma c_{1} Q^{I^{\prime}} y$ for some $c_{I^{\prime}} \in Z_{p}$ and $I^{\prime}$ such that $\ell(I)=\ell\left(I^{\prime}\right)$.

Proof: Write $Q^{I} y=\beta^{\varepsilon_{k}} Q^{s_{k}} \ldots \beta^{\varepsilon_{1}} Q^{S_{1}} y$. If none of the $Q^{s}{ }^{j}$ is the " top operation", $\xi_{n}$, then the lemma follows directly from III.1.1. If some of the $Q^{S_{j}}$ are equal to $\xi_{n}$, there are unstable errors given in terms of $\lambda_{n}(-,-)$ for the Nishida relations. In this case, we present an inductive proof of 3.9 .

If $\ell(I)=1$, the formula follows directly because the unstable errors are given in terms of the Steenrod operations on $y$. We assume the result for those I of length $k$ and show that the result is true for those $I$ of length $k+1$. Here the result is easily checked using the formulas $\lambda_{n}\left(x, Q^{s} z\right)=0=\lambda_{n}\left(x, \zeta_{n} z\right)$ and $\lambda_{n}\left(x, \xi_{n} z\right)=\mathrm{ad}_{\mathrm{n}}^{\mathrm{P}}(\mathrm{z})(\mathrm{x})$ of III.1.2 and 1.3.

We now derive the homological properties of the composition pairing implicit in section 2. The formulas concerning $x \in \xi_{n} y$ and $x \circ Q^{S} y$ require some special attention and their proofs are postponed until section 4.

Proof of Theorem 3.2(i), xo(y*z) $=\Sigma(-1)\left|x^{\prime \prime}\right||y|\left(x^{\prime} \circ y\right) *\left(x^{\prime \prime} \circ z\right)$ :

We specialize the diagram of Lemma 2.1 to


## Evidently, we have the equation

$$
\begin{equation*}
x \circ(y * z)=c_{n+1 *}\left(x \otimes \theta_{n+1 *}\left(e_{0} \otimes y \otimes z\right)\right) \tag{i}
\end{equation*}
$$

where the right hand side may be computed by the above commutative diagram to obtain
(ii) $\quad \theta_{n+1 *}\left(1 \otimes c_{n+1 *}^{2}\right)(S h u f f)(\psi \otimes 1 \otimes 1)\left(x \otimes e_{0} \otimes y \otimes z\right)=c_{n+1 *}\left(x \otimes \theta_{n+1 *}\left(e_{0} \otimes y \otimes z\right)\right)$. Combining (i) and (ii) together yields the desired result $x \circ(y * z)=\Sigma(-1)\left|x^{\prime \prime}\right||y|$ $\left(x^{\prime} \subset y\right) *\left(x^{\prime \prime O} z\right)$.

Proof of Theorem 3.2 (iv), $x<\lambda_{n}=\left.\Sigma(-1)^{\mid x^{\prime \prime}}\right|_{\lambda_{n}}\left(x^{\prime}, x^{\prime \prime}\right):$
For this computation, we appeal to the commutative diagram used in the preceding proof and replace $e_{0}$ by $L$, the fundamental class of $\varphi_{n+1}(2)$ described in IIII. §5. Here we have $\lambda_{n}=\lambda_{n}([1],[1])$ and by the definition of $\lambda_{n}(-,-)$, the following formula holds;
(i)

$$
x \circ \lambda_{n}=(-1)^{n} c_{n+1 *}\left(x \otimes \theta_{n+1 *}(<\otimes[1] \otimes[1])\right) .
$$

Taking advantage of commutativity of the above diagram, we have the additional formula
(ii) $\quad(-1)^{n} c_{n+1 *}\left(x \otimes \theta_{n+1 *}(c \otimes[1] \otimes[1])\right)=$

$$
(-1)^{n} \theta_{n+1 *}\left(L \otimes c_{n+1 *}^{2}\right)(\text { Shuff })(\psi \otimes 1 \otimes 1)\left(x \otimes \iota \otimes[1]^{2}\right)
$$

## Evidently

(iii) $\quad(-1)^{n} \theta_{n+1 *}\left(\iota \otimes c_{n+1 *}^{2}\right)($ Shuff $)(\psi \otimes 1 \otimes 1)\left(x \otimes \iota \otimes[1]^{2}\right)=\left.(-1)^{n+|x|}\right|_{\Sigma \theta_{n+1 *}}\left(\iota \otimes x^{\prime} \otimes x^{\prime \prime}\right)$
where $\psi x=\Sigma x^{\prime} @ x^{\prime \prime}$. Since $\lambda_{n}(x, y)=(-1)^{n|x|+1} \theta_{n+1 *}(L \otimes x \otimes y)$, we may combine formulas (i), (ii), and (iii) to obtain the result.
§4. THE FORMULAS FOR $x \circ \xi_{n} y$ AND $x \circ Q^{S} y$ :
Consider the following commutative diagram where $j_{n+1}$ is the natural
inclusion:


By remarks similar to those of $I I I . \S 14$, and the above commutative diagram, the formulas for $x \circ Q^{S} y$ follow from those for $x \circ \xi_{n-i}$ i $>0$. To compute $x \circ \xi_{n} y$, we appeal to Lemma 2.1 and a homological computation depending on the methods in III. We remark here that the results we obtain for $x \circ \xi_{n} y$ are only approximate; we have more accurate results, but the ones here are both sufficient for our purposes and are much easier to prove.

The requisite homological data concerns the map

$$
d_{n+1}: X \times \zeta_{n+1}(p) \times \pi_{p} Y^{P} \rightarrow \zeta_{n+1}(p) \times \pi_{p}(X \times Y)^{P}
$$

where $\pi_{p}$ is the cyclic group of order $p$ acting in the natural diagonal fashion and $d_{n+1}$ is given on points by the formula

$$
d_{n+1}\left(x, c, y_{1}, \ldots, y_{p}\right)=\left(c, x \times y_{1}, \ldots, x \times y_{p}\right)
$$

We begin by stating
Lemma 4.1. Let $x \otimes y \in H_{S} X \otimes H_{t} Y$ and $x \otimes e_{r} \otimes y^{p} \in H_{r+s+p t}\left(X \times \zeta_{\infty}(p) X_{\pi_{p}} Y^{P}\right)$.
Then
(i) if $p=2, d_{\infty *}\left(x \otimes e_{r} \otimes y^{p}\right)=\sum_{k} e_{r+2 k-t} \otimes\left(P_{*}^{k} x \otimes y\right)^{2}$,
(ii) if $p>2, d_{\infty *}\left(x \otimes e_{r} \otimes y^{p}\right)=\frac{\nu(s+t)}{\nu(t)} \Sigma(-1)^{k+s r} e_{r+(2 p k-s)(p-1)} \otimes\left(P_{*}^{k} x \otimes y\right)^{p}$

$$
-\delta(r) \frac{\nu(s+t-1)}{\nu(t-1)} \Sigma(-1)^{k+s r} e_{r+p+(2 p k-s)(p-1)} \otimes\left(P_{*}^{k} \beta x \otimes y\right)^{P}
$$

where $\delta(-)$ and $\nu(-)$ are as given in [A; §9].

Proof: This result follows directly from the commutative diagram

where $\pi_{p}$ acts trivially on the right hand factors of the spaces on the top line and by induction on the degree of $x$ using the methods in [A] or [3].

Recalling the description of the homology of $\zeta_{n+1}(p) \times \pi_{p} Y^{p}$ given in III. $\S 16$ and combining this information with Lemma 4.1, we obviously have

Lemma 4.2. Let $x \otimes y \in H_{S} X \otimes H_{t} Y$ and $x \otimes e_{r} \otimes y^{p} \in H_{r+s+p t}\left(X \times \bigodot_{n+1}(p) \times_{\pi_{p}} Y^{P}\right)$.
Then
(i) if $p=2, \quad d_{n+1 *}\left(x \otimes e_{r} \otimes y^{2}\right)=\sum_{k} e_{r+2 k-t} \otimes\left(P_{*}^{k} x \otimes y\right)^{2}+\Gamma$, and
(ii) if $p>2, d_{n+1 *}\left(x \otimes e_{r} \otimes y^{p}\right)=\frac{\nu(s+t)}{\nu(t)} \sum_{k}(-1)^{k+r s} e_{r+(2 p k-s)(p-1)} \otimes\left(P_{*}^{k} x \otimes y\right)^{p}$

$$
\begin{aligned}
& -\delta(r) \frac{\nu(s+t-1)}{\nu(t-1)} \sum_{k}(-1)^{k+r} \mathrm{e}_{\mathrm{r}+\mathrm{p}+(2 \mathrm{pk}-\mathrm{s})(\mathrm{p}-1)^{\otimes\left(P_{*}^{k}\right.} \beta_{\mathrm{x} \otimes \mathrm{y})^{p}}}^{+\Gamma}
\end{aligned}
$$

where $\Gamma$ is in the image of the natural map induced by the covering projection

$$
\mathrm{H}_{*}\left(\zeta_{\mathrm{n}+1}(\mathrm{p}) \times(\mathrm{X} \times \mathrm{Y})^{\mathrm{p}}\right) \rightarrow \mathrm{H}_{*}\left(\zeta_{\mathrm{n}+1}(\mathrm{p}) \times{ }_{\mathrm{p}}(\mathrm{X} \times \mathrm{Y})^{\mathrm{p}}\right)
$$

To compute $\Gamma$, we recall that we may replace $\zeta_{n+1}(p)$ by $F\left(\mathbb{R}^{n+1}, p\right)$
in Lemma 4.2 [G, §4]. In III. §11, there is a $\pi_{S}$-action (generated by an element $S$ of order 2) defined on $F\left(\mathbb{R}^{n+1}, p\right)$ which commutes with the natural $\Sigma_{p}$-action
on $F\left(\mathbb{R}^{n+1}, p\right)$. From the definition of the map $S$, and the replacement of $\varphi_{\mathrm{n}+1}(\mathrm{p})$ by $\mathrm{F}\left(\mathbb{R}^{\mathrm{n+1}}, \mathrm{p}\right)$ together with the evident modification of the map $d_{n+1}$, we have the following lemma.

Lemma 4.3. Let $\pi_{S}$ denote the group which acts by $S$ as in III. §ll. Then the map

$$
d_{n+1}: X \times F\left(\mathbb{R}^{n+1}, p\right) \times_{\pi_{p}} Y^{P} \rightarrow F\left(\mathbb{R}^{n+1}, p\right) \times_{\pi_{p}}(X \times Y)^{p}
$$

is $\pi_{S}$-equivariant.
Proof: Immediate from the definition of $S$ and $d_{n+1}$.
Lemma 4.4. Let $\Gamma$ be as in Lemma 4. 2 and assume that $p>2$. Then $\Gamma$ is
in the image of the natural map

$$
\sum_{j \geq 0} H_{2 j n} \varphi_{n+1}(p) \otimes H_{*}(X \times Y)^{P} \rightarrow H_{*}\left(\varphi_{n+1}(p) \times_{\pi}(X \times Y)^{p}\right)
$$

Proof: We write $S$ for $S_{*}$ throughout the remainder of this section.
As remarked above, we replace $\zeta_{n+1}(p)$ by $F\left(\mathbb{R}^{n+1}, p\right)$. Consider the element $x \otimes e_{r} \otimes y^{p} \in H_{*}\left(X \times F\left(\mathbb{R}^{n+1}, p\right) X_{\pi_{p}} Y^{p}\right)$. By III. 11.1, $x \otimes e_{I} \otimes y^{p}$ is fixed by $\pi_{S}$ (acting on homology). Similarly, the elements $e_{i} \otimes\left(x^{\prime} \otimes y\right)^{p} \epsilon^{p}$ $H_{*}\left(F\left(\mathbb{R}^{n+1}, p\right) X_{\pi_{p}}(X \times Y)^{p}\right.$ and $x^{\prime} \in H_{*} X$ and $i \geq 0$, must be fixed by $\pi_{S}$. By Lemma 4.4, $d_{n+1}$ is $\pi_{s}$-equivariant and consequently $\Gamma$ must be fixed by the $\pi_{S}$-action.

## We shall show in Lemma 4.5 that those elements concentrated in

 more, we show that if $z \in H_{(2 j+1) n} F\left(\mathbb{R}^{n+1}, p\right)$, then $S(z)=-z$. Since $I$ must be fixed by the $\pi_{S}$ action on homology we see that the form of $\Gamma$ required by Lemma 4. 2 forces $\Gamma$ to be as asserted in Lemma 4.4.

Lemma 4.5. Let $z \in H_{k n}\left(F\left(\mathbb{R}^{n+1}, p\right) ; \mathbb{Z}\right)$. Then

$$
S(z)=\left\{\begin{array}{l}
z \text { if } k \text { is even and } \\
-z \text { if } k \text { is odd. }
\end{array}\right.
$$

Proof: Let $a_{i j}$ be as in III. §6. Observe that the map $s$ defined in III. §II restricts to an automorphism of degree -1 on the $\mathrm{S}^{\mathrm{n}}$ standardly embedded in $\mathbb{R}^{\mathrm{n}+1}$. It is obvious that the map

$$
a_{i j}: S^{n} \rightarrow F\left(\mathbb{R}^{n+1}, p\right)
$$

is $\pi_{S}$-equivariant when $S^{n}$ is given the previous $\pi_{S}$-action. Hence $S\left(a_{i j}\right)=-a_{i j}$. We obtain a similar formula upon dualization: $S\left(a_{i j}^{*}\right)=-a_{i j}^{*}$. The lemma follows directly from the structure of the cohomology algebra $H^{*} F\left(\mathbb{R}^{n+1}, \mathrm{p}\right)$ given in III. §6, and dualization arguments.

Proof of Theorem 3.2(ii) and (iii):
As remarked at the beginning of this section, it suffices to compute
$\mathrm{x} \circ \bar{\xi}_{\mathrm{n}} \mathrm{y}$. Here we specialize the commutative diagram given by Lemma 2.1 to


The formula for x © $\xi_{\mathrm{n}} \mathrm{y}$, except for the errors involving $\lambda_{\mathrm{n}}$, now follows directly from Lemma 4.2 and the definition of the operations $Q^{s} z$. We leave this part as an exercise for the reader.
'We compute the unstable error terms involving the $\lambda_{n}$ if $p>2$. Observe,
by Lemmas 4.2 and 4.4, that these terms are all in the image of

$$
\theta_{\mathrm{n}+1 *}: \mathrm{H}_{2 \mathrm{r}(\mathrm{n})} \zeta_{\mathrm{n}+1}(\mathrm{p}) \otimes \mathrm{H}_{*}\left(\Omega^{\mathrm{n}+1} \mathrm{X}\right)^{\mathrm{P}} \rightarrow \mathrm{H}_{*} \Omega^{\mathrm{n}+1} X
$$

By III.12.1, the elements in the image here are given by $2 x$-fold iterates of the $\lambda_{n}$. The result follows.

If $p=2$, the result follows by similar (but easier) considerations.
§5. SPECIAL FORMULAS IN $\mathrm{H}_{*} \widetilde{F}(\mathrm{n}+1)$ AND THE PROOF OF THEOREM 1.6 .
We specialize the results of section 3 to the case $\mathrm{X}=\mathrm{S}^{\mathrm{n}+1}$ and obtain certain corollaries; the proof of Theorem 1.6, which depends heavily on these corollaries, is also given in this section.

Theorem 5.1. For $x, y, z \in H_{*} \widetilde{F}(n+1)$ the following formulas hold:
(i) $x \circ(y * z)=\Sigma(-1)\left|x^{\prime \prime}\right||y|\left(x^{\prime} \circ y\right) *\left(x^{\prime \prime} \circ z\right)$ where $\psi x=\Sigma x^{\prime} \otimes x^{\prime \prime}$,
(ii) $x \circ Q^{s} y=\Sigma Q^{s+i}\left(P^{i} x \circ y\right)$ if $Q^{s} y$ is defined;
(iii) $x \circ \xi_{n} y=\Sigma Q^{\frac{n+|y|^{*}}{2}+i}\left(P_{*^{x}}^{i} \circ y\right)$ if $\xi_{n} y$ is defined,
$\left[=\Sigma Q^{n+|y|+i}\left(P_{*}^{i} x \circ y\right)\right]$
(iv) $x \circ \lambda_{n}=\Sigma(-1)\left|x^{\prime \prime}\right|_{\lambda_{n}\left(x^{\prime}, x^{\prime \prime}\right)}$ where $\psi x=\Sigma x^{\prime} \otimes x^{\prime \prime}$.

Proof: Formulas (i), (ii), and (iv) follow directly by specializing Theorem 3.2 to the case $\mathrm{X}=\mathrm{s}^{\mathrm{n}+1}$. Formula (iii) also follows from Theorem 3.2 together with the observation that two-fold iterations of Browder operations are zero in $H_{*} \widetilde{F}(n+1)$ in case $p>2$. If $p=2$, the result is obvious since $\lambda_{n}=0$ here.

We state the following lemma without proof since the results are evident specializations of those given in III.1.1, 1.2, and 1.3 together with the observation that all 2 -fold iterations of the operation $\lambda_{n}(-,-)$ in $H_{*} \widetilde{F}(n+1)$ are zero. Lemma 5.2. Let $x$ and $y$ in $H_{*} \widetilde{F}(n+1)$ be such that $\xi_{n} x$ and $\xi_{n} y$ or, for (iii), $\xi_{\mathrm{n}}(\mathrm{x} * \mathrm{y})$ are defined. Then
(i) $\quad \xi_{n}(x+y)=\xi_{n} x+\xi_{n} y$,
(ii) $\lambda_{n}\left(x, \xi_{n} y\right)=0$,
(iii) $\xi_{n}(x * y)=\sum_{i+j=\frac{n+|x|+|y|}{2}} Q^{i} x * Q^{j} y$

$$
\left[=\sum_{i+j=n+|x|+|y|}^{\Sigma} Q^{i} x * Q^{j} y\right] \text {, and }
$$

(iv) the unstable errors in the Nishida relations for $\beta^{\varepsilon} P^{r}{ }_{*} \xi_{n} x$ involving $\lambda_{n}(-,-)$
are zero.
Recall from $I .3 .2$, the conventions on sums $I+J$ of sequences of the same length and observe that the diagonal Cartan formulas in III. 1.1 and 1.3 , imply that

$$
\psi Q^{I} x=\sum_{I^{\prime}+I^{\prime \prime}=I} \sigma\left(Q^{I^{\prime}} x^{\prime}, Q^{I^{\prime \prime}} x^{\prime \prime}\right) Q^{I^{\prime}} x^{\prime} \otimes Q^{I^{\prime \prime}} x^{\prime \prime}
$$

where $\psi x=\Sigma x^{\prime} \otimes x^{\prime \prime}$ and $\sigma\left(Q^{I^{\prime}} x^{\prime}, Q^{I^{\prime \prime}} x^{\prime \prime}\right)= \pm 1$. We require the notation $\sigma(-,-)$ for future referencing of signs.

In order to obtain more precise formulas, we record the following trivial specialization of the internal Cartan formulas given in III.1.1 and 1.3, and Lemma 5.2 to $H_{*} \widetilde{F}(n+1)$. (Note that this formula is generally false in $H_{*} \Omega^{n+1} \Sigma^{n+1} X$ if $\mathrm{n}<\infty$ and X is not a homology sphere).

Lemma 5.3. Let $x \in H_{*} \tilde{F}(n+1)$ be such that $\psi x=x \otimes[m]+[m] \otimes x$. Then

$$
\sum_{\mathrm{I}^{\prime}+\mathrm{I}^{\prime \prime}=\mathrm{I}}(-1)^{|\mathrm{x}|\left|\mathrm{I}^{\prime \prime}\right| Q^{\mathrm{I}^{\prime}}{ }_{\mathrm{x} *} * Q^{\mathrm{I}^{\prime \prime}[r]}=Q^{I}(\mathrm{x} *[r])}
$$

for any $r \in \mathbb{Z}$.
We will complete this section by obtaining more precise formulas in $\mathrm{H}_{*} \tilde{F}(\mathrm{n}+1)$ by coupling Theorem 5.1 with the results given in III, and using these formulas to prove Theorem 1.6.

Theorem 5.4. Let $x \in H_{*} \widetilde{F}(n+1)$ and write the $m$-fold iterated coproduct on $x$ as $\psi^{m}=\Sigma x^{(1)} \otimes \ldots \otimes x^{(m)}$. Then
(i) if $\mathrm{m}>0, \mathrm{x} \circ[\mathrm{m}]=\Sigma \mathrm{x}^{(1)} * \ldots * \mathrm{x}^{(\mathrm{m})}$,
(ii) $x \circ[m]=x(x) \circ[-m]$ where $x$ is the conjugation,
(iii) if $m \geq 0, Q^{I} x \circ[m]=Q^{I}(x \circ[m])$ provided $Q^{I} x$ is defined,
(iv) $\left(\lambda_{n} *[k]\right) \subset[m]=m \lambda_{n} *[(k+2)(m-1)+k]$ for all $m$ and $k \in \mathbb{Z}$,
(v) $\left(Q^{I} x *\left[1-\operatorname{ap}^{r}\right]\right) \circ \lambda_{n}=\Sigma Q^{I}\left(x^{(1)} * x^{(2)}\right) * \lambda_{n} *\left[-2 \operatorname{ap}^{I}\right]$ provided $Q^{I} x$ is defined,
(vi) $\left(Q^{J} \lambda_{n} *\left[1-a p^{r}\right]\right) \circ\left[1-b p^{s}\right]=Q^{J}\left(\lambda_{n} *\left[-2 b p{ }^{s}\right]\right) *\left[\left(1-a p^{5}\right)\left(1-b p^{s}\right)\right]$ provided $Q^{J} \lambda_{n}$ is defined,
(vii) $\left([\mathrm{m}] * \lambda_{\mathrm{n}}\right) \circ Q^{I} \mathrm{x}=0$ for any $\mathrm{m} \in \mathbb{Z}$ provided $Q^{I} \mathrm{x}$ is defined,
(viii) $\left([m] * Q^{J} \lambda_{n}\right) \circ Q^{I} x=0$ for any $m \in \mathbb{Z}$ provided $Q^{I} x$ and $Q^{I} \lambda_{n}$ are defined, and
(ix) $\left(Q^{I}[m] *\left[1-a p^{r}\right]\right) \circ Q^{J} \lambda_{n}=\underset{J^{\prime}+J^{\prime \prime}=J}{ } \sigma\left(Q^{J}[2], Q^{J \prime \prime} \lambda_{n}\right)\left\{Q^{I}[2 m] \circ Q^{J^{\prime}}[1]\right\} * Q^{J{ }^{\prime \prime}}\left(\lambda_{n} *\left[-2 a^{r}{ }^{r}\right]\right)$ for any $m \in \mathbb{Z}$ provided $Q^{\mathrm{I}}[\mathrm{m}]$ and $Q^{\mathrm{J}} \lambda_{\mathrm{n}}$ arédefined.

## Proof of Theorem 5.4

5.4(i) and (ii), the formula for $\mathrm{x} \circ[\mathrm{m}]$ :

If $m>0$, the formula $x \circ[m]=\Sigma x^{(1)} * \ldots * x^{(m)}$ follows immediately from Theorem 5.1(i) and induction on m . If $\mathrm{m}<0$, we apply the formula $y \circ[-1]=x(y)$.
5.4(iii), the formula for $Q^{I} x \circ[\mathrm{~m}]$ :

Notice that the result here is generally false if $\widetilde{F}(n+1)$ is replaced by an arbitrary ( $n+1$ )-fold loop space. However, the result obtained here by specializing to $\widetilde{F}(n+1)$ follows by an evident induction on $m$ together with the diagonal and internal Cartan formulas of III. 1.1 and 1.3, and Lemma 5.3.
5. 4 (iv), the formula for $\left(\lambda_{n} *[k]\right) \circ[m]$ :

If $\mathrm{m}>0$, the formula
(i) $\quad\left(\lambda_{\mathrm{n}} *[\mathrm{k}]\right) \circ[\mathrm{m}]=\sum_{\mathrm{i}}[\mathrm{i}(2+\mathrm{k})] * \lambda_{\mathrm{n}} *[(\mathrm{~m}-\mathrm{i}-1)(2+\mathrm{k})]$
follows by inspection of the coproduct for $\lambda_{n}$ given in III.1.2. Hence we have (ii) $\left(\lambda_{n} *[k]\right) \circ[m]=m \lambda_{n} *[(2+k)(m-1)+k]$.

In case $m<0$, then $\left(\lambda_{n} *[k]\right) \circ[m]=x\left(\lambda_{n} *[k]\right) \circ[-m]$ by Lemma 5. $4(i i)$. By III. 1.5, we have $x\left(\lambda_{n}\right)=-\lambda_{n}([-1],[-1])$. It is easy to compute $\lambda_{n}([-1],[-1])$
by the internal Cartan formula for $\lambda_{n}(-,-)$ given in III.1.2. We obtain the formula $x\left(\lambda_{n}\right)=(-1) \lambda_{n} *[-4]$. Consequently we have
(iii) $\left(\lambda_{n} *[k]\right) \circ[m]=(-1)\left(\lambda_{n} *[-4-k]\right) \circ[-m]=m \lambda_{n} *[(2+k)(m-1)+k]$, and we are done.
5.4(v), the formula for ( $\left.Q^{I} x *\left[1-a p^{T}\right]\right) \circ \lambda_{n}$ :

Assume that $Q^{I} x$ is defined. We derive this formula by induction on $\ell(I)$. First assume that $\ell(I)=1$ and consider $Q^{I} x=Q^{s} x$. Then by Theorem 5.1 (iv) (which gives the formula for $\mathrm{x} \circ \lambda_{\mathrm{n}}$ ) we have
(i) $\left(Q^{s} x *\left[1-a p^{r}\right]\right) \circ \lambda_{n}=\Sigma(-1)\left|x^{\prime \prime}\right| \lambda_{n}\left(Q^{i} x^{\prime} *\left[1-a p^{r}\right], Q^{s-i} x^{1 *} *\left[1-a p^{r}\right]\right)$.

Expanding the right side of this equation by the internal Cartan formula for $\lambda_{n}(-,-)$ given in III.1.2, observing that $\left[p^{r}\right]$ is a $p-t h$ power, and that $\lambda_{n}\left(Q^{i} x^{\prime},-\right)$ $=0=\lambda_{n}\left(-, Q^{s-i} x^{i}\right)$ by III.1. 2 and 1.3; and using Lemma 5.2(ii), we obtain the formula

Combining (i) and (ii) together yields
(iii) $\left(Q^{s} x *\left[1-a p^{r}\right]\right) \circ \lambda_{n}=\Sigma(-1)\left|x^{\prime \prime}\right|+\left|x^{i}\right|_{\lambda_{n}} * Q^{i} x^{\prime} * Q^{s-i} x^{\prime \prime} *\left[-2 a P^{r}\right]$.

Combining (iii) with the internal Cartan formulas for $Q^{s}$ and $\xi_{n}$, we have
(iv) $\left(Q^{s} x *\left[1-\mathrm{ap}^{\mathrm{r}}\right] \circ \lambda_{\mathrm{n}}=\Sigma Q^{\mathrm{s}}\left(\mathrm{x}^{\prime} * \mathrm{x}^{\prime \prime}\right) * \lambda_{\mathrm{n}} *\left[-2 a \mathrm{ap}^{\mathrm{r}}\right]\right.$

The details in case $Q^{I} x=\beta Q^{s} x$ are similar and the case $\ell(I)>1$.
follows by an obvious induction.
5.4(vi), the formula for $\left(Q^{\mathrm{I}} \lambda_{\mathrm{n}} *\left[1-\mathrm{ap}{ }^{\mathrm{r}}\right]\right) \circ\left[1-\mathrm{bp}{ }^{\mathrm{s}}\right]$ :

The proof of this formula follows immediately from Theorem 5.4(i)-(iv).
5. 4 (vii) -(viii) the formulas $\left([\mathrm{m}] * \lambda_{n}\right) \circ Q^{I} x=0$ and $\left([m] * Q^{J} \lambda_{n}\right) \circ Q^{I} x=0$ :

By III. $\S 1, \lambda_{n}$ and [m]* $\lambda_{n}$ are spherical homology classes of degree $n$.
Since $n$ is odd, the result follows from Theorem 3.4 and Proposition 3.5.

Remark 5.5. The proof of Theorem 5.4(ix) is more delicate and depends on some additional machinery; consequently, we have postponed this proof until section 7.

Throughout the remainder of this section, we assume that $n$ and $p$ are both odd. We show

Theorem 1.6. Composition in $H_{*} \widetilde{F}(n+1)$ is filtration preserving and modulo filtration is given by the formula

$$
(x *[1]) \circ(y *[1])=x * y *[1]
$$

for $x, y \in H_{*} \widetilde{F}_{0}(n+1)$.
Proof: Let $x=Q^{I}{ }^{1}[1] * \ldots * Q^{I}[1] * Q^{I_{1}} \lambda_{n} * \ldots * Q^{J}{ }_{\lambda_{n}} * \lambda_{n}^{\varepsilon} *[a]$ where $\varepsilon=0,1$, $\lambda_{n}^{0}$ is defined to be $\phi, a \in \mathbb{Z}$, and $I_{i}=\left(\varepsilon_{n_{i}}, s_{k_{i}}, \ldots, \varepsilon_{1_{i}}, s_{1_{i}}\right)$ for $s_{1_{i}}>0$.
By the definition of the weight function, $\omega$, defined on $H_{*} \widetilde{F}(n+1)$ (given in section 1) and the internal Cartan formula, it is obvious that
(i) $\omega\left(Q^{t} x\right) \geq p \omega(x)$.

We next compute the weight of $x \circ \lambda_{n}$ :
First observe that if $\varepsilon=1$, then $x \circ \lambda_{n}=0$. So we assume that $\varepsilon=0$. By an inspection of the diagonal Cartan formulas in III.1.1, 1.2, and 1.3, the formula for $\mathrm{x} \circ \lambda_{\mathrm{n}}$ given in Theorem 5.1(iv), the internal Cartan formula for $\lambda_{\mathrm{n}}(-,-)$ given in III.1.2, and the definition of $\omega$, we see that
(ii) $\omega\left(\mathrm{x} \subset \lambda_{\mathrm{n}}\right) \geq 2(\omega(\mathrm{x})+1)$.

We observe that lower bounds for $\omega\left(x \circ Q^{L}[1]\right)$ and $\omega\left(x=Q^{K} \lambda_{n}\right)$ for any sequences
$L$ and $K$ may be computed from (i) and (ii) above. Furthermore since $\omega(\mathrm{x})=\omega(\mathrm{x} \circ[-1]), \quad$ it is obvious that
(iii) $\omega(x)=\omega(x \circ[k])$ for $k \in \mathbb{Z}$.
:

Leet $y=Q^{L_{1}}[1] * \ldots * Q^{L_{t}}[1] * Q^{K_{1}} \lambda_{n} * \ldots * Q^{K}{ }_{\lambda_{n}} * \lambda_{n}^{\delta} *[\gamma]$, where $\delta=0,1$
and $\gamma \in \mathbb{Z}$. Recall that the $m$-fold iterated coproduct for $x$ is given as $\psi^{m}=\Sigma x^{(1)} \otimes \ldots \otimes x^{(m)}$. We expand $x \circ y$ by Theorem 5.1 and compute the weight of $x \circ y$ via formulas (i)-(iii) above:
(iv) $w(x \circ y) \geq$ minimum $\left\{\begin{array}{l}\sum_{i}^{\ell\left(L_{i}\right)}\left(w\left(x^{(i)}\right)\right)+\sum_{j} 2 p^{\ell\left(K_{j}\right)}\left(w\left(x^{(t+j)}\right)+1\right)+2 \delta\left(w\left(x^{(t+u+\delta)}\right)+1\right)\end{array}\right.$

$$
\left.+w\left(x^{(t+u+\delta+1)}\right)\right\}
$$

where the minimum is taken over all terms in the ( $t+u+\delta+1)$-fold coproduct for x .
Consequently, we see that
(v) $w(x \circ y) \geq w(x)+w(y)$
and the first part of the theorem is demonstrated.
To finish the proof of 1.6 , we let $a$ and $\gamma$ be such that $x, y \in H_{*} \widetilde{F}_{0}(n+1)$ and compute $(x *[1]) \circ(y *[1])$ using the formula in (iv) above. By Theorem 5.1(i) we have the formula
(vi) $(x *[1]) \circ(y *[1])=\Sigma \pm\left\{\left(\mathrm{x}^{(1)} *[1]\right) \circ \mathrm{y}\right\} * \mathrm{x}^{(2)} *[1]$.

By formula (iv) above, it is apparent that the summand of least weight in the right hand side of (vi) is given by $\pm\{[1] \circ y\} * x *[1]$. Checking the sign dictated by Theorem 5.1(i) for this last summand, we see that, modulo terms of higher filtration, we have
(vii) $(x *[1]) \circ(y *[1])=x * y *[1]$.

## §6. THE NON-UNIVERSALITY OF THE COMPOSITION PAIRING, $n<\infty$

An alternative method for the definition of natural homology operations defined on the homology of an iterated loop space is provided by the composition pairing. In particular, each element $x$ in $H_{*} \tilde{F}(n+1)$ can be used to define a homology operation on any element $y \in H_{*} \Omega^{n+1} X$, namely the operation given by $y \circ x$. In case $n=\infty$, all Dyer-Lashof operations on infinite loop spaces can in fact be defined in terms of the operations-given by the composition pairing . In this sense, $H_{*} \widetilde{F}$ is universal for all homology operations defined for the homology of any infinite loop space. It is natural to expect that similar results should hold in case $n<\infty$. The fact that $H_{*} \widetilde{F}(n+1)$ fails to be universal for homology operations, $n<\infty$, occupies much of this section and is in direct contrast to the stable case, $H_{*} \widetilde{F}$. This last fact is crucial in the proof of Theorem 1.4 (commutativity of $\mathrm{H}_{*} \mathrm{SF}(\mathrm{n}+1)$ ).

Throughout this section we assume that $n<\infty$. In addition, all proofs are carried out for odd primes. There are analogous results in case $p=2$; the details of proof are obvious modifications of those already presented and are left to the reader. Our main result here is

Theorem 3.4. Let $y$ be a spherical homology class in $H_{*} \Omega^{n+1} \Sigma^{n+1} X$ such that $|y| \geq n$ if $n$ is odd or $|y|>n$ if $n$ is even $[|y|>n]$. Let $z \in H_{*} \tilde{F}(n+1)$ be such that $|z|>0$ and let $Q^{I} y$ be defined. Then

$$
y \circ z=0 \text { and } Q^{I} y \circ z=0
$$

Remark 6.1. One is tempted to construct a slick (but fallacious) proof by writing

$$
\sum_{i}^{\Sigma Q^{s+i}\left(P_{*}^{i} x\right)=\sum_{i} Q^{s+i}\left(P_{*}^{i} x \circ[1]\right)=x \circ Q^{s}[1] . . . . . . ~}
$$

This formula is evidently correct in $H_{*} \widetilde{F}$ (and explains why $H_{*} \widetilde{F}$ is universal for homology operations). Furthermore, Theorem 3.2 guarantees that this formula is correct provided $Q^{s}[1]$ is defined in $H_{*} \widetilde{F}(\dot{n}+1)$. Since the left hand expression makes sense for large $s$ and large $|x|$, we see from III.1.1 and 1.3 , that $Q^{5}[1]$ may not be defined and that this formula is wildly false in $H_{*} \widetilde{F}(n+1)$. Indeed, the fact that the Pontrjagin ring is commutative follows (eventually) from the fact that the above equation is generally false.

We present a simple, but interesting, test case of this type of phenomena before proceeding to the technical details of this section in

Remark 6.2. By Steer's results [4], we know that the Samelson product in $\pi_{*} \operatorname{SF}(2 n)$ defined for the adjoint of the element $a_{1} \in \pi_{2 n+2 p-3} S^{2 n}$ and the Whitehead product $[c, L] \in \pi_{4 n-1} S^{2 n}$ is non-zero (where $c$ is the fundamental class of $s^{2 n}$ ). Since the adjoints of the elements $a_{1}$ and $[\iota, \iota]$ have non-zero image under the Hurewicz homomorphism for $\operatorname{SF}(2 n)$, this suggests that the first interesting place to check commutativity of the Pontrjagin ring $H_{*} \operatorname{SF}(2 n)$ is on the elements $\lambda_{n} *[-1]$ and $Q^{5}[1] *[1-\mathrm{p}]$.

By the formulas given in III.1.1, 1.2, and 1.3, and Theorem 5.1 it is easy to check that $\left(Q^{s}[1] *[1-p]\right) \circ\left(\lambda_{n} *[-1]\right)=Q^{s}[1] * \lambda_{n} *[-1-p]$ and $\left(\lambda_{n} *[-1]\right) \circ$ $\left(Q^{s}[1] *[1-p]\right)=Q^{5}[1] * \lambda_{n} *[-1-p]+\left\{\left(\lambda_{n} *[-1]\right) \circ Q^{5}[1]\right\} *[1-p]$. Consequently, for commutativity to be satisfied in this case, it is both necessary and sufficient that $\left(\lambda_{n} *[-1]\right) \circ Q^{s}[1]=0$. It is worthwhile to point out that the vanishing of $\left(\lambda_{\mathrm{n}} *[-1]\right) \circ Q^{s}[1]$ is particularly easy to check: By the definition of $Q^{s} x$, $0 \leq 2 s-|x| \leq n$; hence, if $Q^{s}[1]$ is defined and non-zero, then $0 \leq s \leq n / 2$. Furthermore, $\left(\lambda_{n} *[-1]\right) \circ Q^{S}[1]=Q^{s}\left(\lambda_{n} *[-1]\right)$ (by Theorem 5.1). If $Q^{s}\left(\lambda_{n} *[-1]\right)$ is defined and non-zero then $0 \leq 2 s-n \leq n$. Note that $2 s-n \neq 0$ because $n$
is odd. The restrictions on $s$ are obviously inconsistent and hence $Q^{s}\left(\lambda_{n} *[-1]\right)=0$. Note also that this result follows from Theorem 3.4 because $\lambda_{n} *[-1]$ is a spherical homology class.

Another example which may be easily checked without recourse to lengthy computations is

Observation 6.3. The composition pairing

$$
\mathrm{c}_{2 *}: \mathrm{H}_{*} \Omega^{2} \Sigma^{2} \mathrm{~S}^{\mathrm{k}} \otimes \mathrm{H}_{*}^{+\dot{F}}(2) \rightarrow \mathrm{H}_{*^{\prime}}{ }^{2} \Sigma^{2} \mathrm{~S}^{\mathrm{k}}
$$

is zero when $p$ and $k$ are odd, where $H_{*}^{+} \widetilde{F}(2)$ is the subspace of positive degree elements in $H_{*} \tilde{F}(2)$.

Proof: By III. § $^{2}, \mathrm{H}_{*} \widetilde{F}(2)$ is defined in terms of products of elements given by translates of the elements $\lambda_{1}$ and $\beta^{\varepsilon} \xi_{1} \ldots \xi_{1} \lambda_{1}$. If $k$ is odd, then $H_{*} \Omega^{2} \Sigma^{2} S^{k}$ has only trivial Browder operations by III. §3, and the result follows directly from Theorem 3.2.

The following lemma, which keeps track of the domain of definition of the $Q^{I}$, is useful.

Lemma 6.4. Write $I=\left(\varepsilon_{k}, s_{k}, \ldots, \varepsilon_{1}, s_{1}\right), \varepsilon_{i}=0,1$, and assume that $Q^{I} x$ is defined in $\mathrm{H}_{*} s^{n+1} X$. Then

$$
\frac{|x|}{2} p^{j-1} \leq s_{j} \leq \frac{n+|x|}{2} p^{j-1}
$$

Furthermore if $|x|$ is odd, then

$$
\frac{|x|}{2} p^{j-1}<s_{j}
$$

Proof: We check the case where $|x|$ is odd and show that

$$
\frac{|x|}{2} p^{j-1}<s_{j} \leq \frac{n+|x|}{2} p^{j-1}
$$

by induction on $k$. The other case is left to the reader.
If $k=1$, the result follows directly from the definition of the operations $\dot{Q}{ }^{s}$ and $\xi_{n}$ in $\amalg 1 . \S 1$, and the fact that $|x|$ is odd.

We assume the result for $k$ and check it for $k+1$ : By definition of $Q^{s_{k+1}}{ }_{\beta}{ }^{\varepsilon_{k}} Q_{Q}{ }^{s_{k}} \ldots Q^{s_{1}}{ }_{x}$, we have the inequality
(i)

$$
0 \leq 2 s_{k+1}-\left|\beta{ }^{\varepsilon_{k}}{ }^{s_{k}} \ldots Q^{s_{1}} x\right| \leq n
$$

But $\left|\beta^{{ }^{\varepsilon} k_{Q}}{ }^{s_{k}} \ldots Q^{s_{1}}{ }_{x}\right|=2 \sum_{i=1}^{k} s_{i}(p-1)-b+|x|$ where $b$ is the number of nontrivial Bocksteins. Applying the induction hypothesis to (i), we have the additional inequality
(ii)

$$
(2 k-1)+2 \sum_{j=1}^{k} \frac{|x|}{2} p^{j-1}(p-1)-b+|x|<2 s_{k+1} \leq n+|x|+\sum_{j=1}^{k} \frac{n+|x|}{2} p^{j-1}
$$

Clearly $k-b \geq 0$; (ii) reduces to
(iii)

$$
|x| p^{k}<2 s_{k+1} \leq(n+|x|)_{p}^{k}
$$

and we are done.
We use the last lemma to prove the following result, which directily implies Theorem 3.4.

Lemma 6.5. Let $y$ be a spherical homology class in $H_{*} \Omega^{n+1} \Sigma^{n+1} X$. Assume
that either $|y| \geq n$ if $n$ is odd or $|y|>n$ if $n$ is even $[|y|>n]$. Further
assume that $Q^{I} y$ is defined and $Q^{s}[1]$ and $Q^{r} \lambda_{n}$ are defined and non-zero. Then
(i) $y \circ Q^{s}[1]=0$,
(ii) $y \circ \lambda_{n}=0$,
(iii) $y \circ Q^{T} \lambda_{n}=0$
(iv) $Q^{I} y \circ Q^{s}[1]=0$
(v) $Q^{I} y \circ \lambda_{n}=0$
(vi) $Q^{I} y \circ Q^{I} \lambda_{n}=0$

Using similar methods as those occurring in the proof of the previous
lemma, we obtain
Lemma 6.6. Let $L$ be the fundamental class of $S^{k}$ and let $k>n$. If $Q^{I_{i}} \iota$ is any monomial defined in $H_{*} \Omega^{n+1} \Sigma^{n+1} S^{k}, i=1, \ldots, m$, then

$$
\left(Q^{I^{I}}\left\llcorner * \ldots * Q^{I} m_{C}\right) \circ Q_{-}^{S}[1]=0\right.
$$

provided $Q^{S}[1]$ is defined.
Remark 6.7. Since we do not have a left distributive law for the composition pairing associated to finite loop spaces, Lemma 6.6 does not follow from Lemma 6.5 as one would hope. The composition products here must be computed "bare hands".

## Proof of Theorem 3.4:

We shall show that if $y$ is a spherical homology class in $H_{*} \Omega^{n+1} \Sigma^{n+1} X$, $|y| \geq n$ if $n$ is odd, and $z \in H_{*} \widetilde{F}(n+1),|z|>0$, then $Q y \circ z=0$. The other cases are similar (and easier) and are left to the reader.

Let $f: S^{k} \rightarrow \Omega^{n+1} \Sigma^{n+1} X$ be such that $f_{*}(c)=y$ where $l$ is the fundamental class of $S^{k}$. Evidently, it suffices to show that $Q^{I} L$ oz is zero in $H_{*} \Omega^{n+1} \Sigma^{n+1} S^{k}$. Our first step is to show that $Q_{L}^{I} \subset Q^{J}[1]=0, Q_{L} \circ \lambda_{n}=0$ and $Q^{I} L \circ Q^{J^{\prime}} \lambda_{n}=0$ for any $Q^{J}[1]$ and $Q^{J 1} \lambda_{n}$ which are defined. The second step is to show that $Q_{L} \mathcal{C}_{z}=0$. This follows directly from the first step and the distributivity law given in Theorem 3.2(i).

To show that $Q_{i}^{I}=Q^{J}[1]=0, Q^{I} \iota \circ \lambda_{n}=0$, and $Q_{L}^{I} \circ Q^{J \prime} \lambda_{n}=0$, we first observe that the result is correct by Lemma 6.5(iv)-(vi) if $\ell(J)=\ell\left(J^{\prime}\right)=1$. Assume that the result is true for all $J$ and $J^{\prime}$ of length $k$; we shall prove the result for those $J$ and $J^{\prime}$ of length $k+1$.

We expand the elements $Q^{I} L$ o $Q^{J}[1]$ and $Q_{i}^{I}$ o $Q^{J^{\prime}} \lambda_{n}$ by Theorem.3.2(ii)(iii) and observe that since $\Delta$ is zero in $H_{*} \Omega^{n+1} \Sigma^{n+1} S^{k}$, our result follows immediately via the inductive hypothesis together with Lemma 3.9.

Proof of Lemma 6.5: We prove the lemma for the case where $|y| \geq n$ and $n$ is odd; the other case is similar and is left to the reader.

Since $y$ is spherical, let $f: S^{k} \rightarrow \Omega^{n+1} \Sigma^{n+1} X$ be such that $f_{*}(c)=y$ where $l$ is the fundamental class of $s^{k}$. As in the proof of 3.4 , it suffices to prove 6.5 for the case $\Omega^{n+1} \Sigma^{n+1} S^{k}$ and where $y$ is replaced by $i$.

In case (i), observe that $0 \leq 2 \mathrm{~s} \leq \mathrm{n}$. By Theorem 3.2 it follows $\iota \circ Q^{s}[1]=Q^{s} \iota$. If $Q^{s} \mathcal{L}$ is non-zero, then $0<2 s-k \leq n$ because $k$ is odd and by assumption $n \leq k$. Hence we have the inequality $\frac{n}{2} \leq \frac{k}{2}<s<\frac{n}{2}$ which contradicts the non-vanishing of $6 \circ \Omega^{S}[1]$.

In case (ii), we have the formula $y \circ \lambda_{n}=\lambda_{n}(y, \phi) \pm \lambda_{n}(\phi, y)$ by Theorem 3.2. But by III. 1. 2 , this sum is zero. Since $\left\llcorner\circ Q^{r} \lambda_{n}=Q^{r}\left(\mathcal{O} \lambda_{n}\right)=0\right.$, the result follows.

Case (iii) is an evident corollary of case (ii).
In case (iv), we assume that $Q^{I} \iota \circ Q^{s}[1] \neq 0$. We have the formula
(i) $Q_{L}^{I} \circ Q^{s}[1]=\Sigma Q^{s+r} P_{*}^{r} Q^{I} l$,
by Theorem 3.2(ii)-(iii) and the fact that $\Delta=0$ here. Set $I=\left(\varepsilon_{m}, s_{m}, \ldots, \varepsilon_{1}, s_{1}\right)$.
Then by Lemma 3.9 and III.1.1 and 1.3, we have
(ii) $\quad P_{*}^{r} Q^{I}=\Sigma c_{I} \beta^{\delta_{m}} Q^{s} m^{-l} m \quad \ldots \beta^{\delta_{2}} Q^{s_{2}-l_{2}} \beta^{\delta_{1}} Q^{s_{1}-l_{1}}{ }^{\prime}$,
$c_{I^{\prime}} \in Z_{p}$ where $\Sigma \ell_{\cdot j}=r$. Combining (i) and (ii) together with Lemma 6.4, we obtain the inequalities
(iii) $\frac{k}{2} p^{j-1}<s_{j}-\ell_{j} \leq \frac{n+k}{2} p^{j-1}$ and
(iv) $\frac{\mathrm{k}}{2} \mathrm{p}^{\mathrm{m}}<\mathrm{s}+\mathrm{r} \leq \frac{\mathrm{n}+\mathrm{k}}{2} \mathrm{p}^{\mathrm{m}}$.

Furthermore, by applying Lemma 6.4 to $Q^{\mathrm{I}} \iota$, we have the additional inequality
(v) $\frac{k}{2} p^{j-1}<s_{j} \leq \frac{n+k}{2} p^{j-1}$.
(iii) and (iv) together yield
(vi) $\ell_{j}<s_{j}-\frac{k}{2} p^{j-1} \leq \frac{n}{2} p^{j-1}$.

Combining (iv) and (vi) together, we have
(vii) $\frac{k}{2} p^{m}-\sum_{j=1}^{m} \frac{k}{2} p^{j-1}<\frac{k}{2} p^{m}-\sum_{j=1}^{m} \ell j=\frac{k}{2} p^{m}-x<s$.

Hence $\frac{k}{2}\left\{p^{m}-\frac{p^{m}-1}{p-1}\right\}<s$. But by definition of $Q^{s}[1]$, we see that $0 \leq s \leq n / 2$.
Since $n \leq k$, we have the additional inequality
(viii) $\frac{n}{2}\left\{p^{m}-\frac{p^{m}-1}{p-1}\right\}<\frac{n}{2} \quad$ which is of course a contradiction to the assumption that $Q^{\mathrm{I}} \mathrm{C} \circ \mathrm{Q}^{\mathrm{s}}[1] \neq 0$.

In case (v), we see that $Q^{\mathrm{I}} \circ Q^{\mathrm{s}} \lambda_{\mathrm{n}}=\Sigma Q^{\mathrm{stk}}\left(P_{*}^{\mathrm{k}} Q^{\mathrm{I}}{ }^{\mathrm{I}} \mathrm{D}_{\mathrm{n}}\right)$.
Clearly ( $\left.P_{*}^{\mathrm{r}} \mathrm{Q}^{\mathrm{I}} \iota\right) \circ \lambda_{\mathrm{n}}=P_{*}^{\mathrm{r}}\left(Q^{\mathrm{I}} \iota \circ \lambda_{\mathrm{n}}\right)$ by II.1.2. Since $८$ is primitive of positive degree, we see that $Q^{I} \iota$ is also primitive. Evidently $Q^{I} \iota \circ \lambda_{n}=\lambda_{n}\left(Q^{I} \iota, \phi\right) \pm_{n}\left(\phi, Q^{I} \iota\right)$, by Theorem 3.2. This element is zero by III.1.2.

Case (vi) follows immediately from case (v) together with Theorem 3.2(i)-(iii) and the observation that $\Delta=0$ in $H_{*} \Omega^{n+1} \Sigma^{n+1} S^{k}$.

Proof of Lemma 6.6: The proof is very similar to that used in case (iv) above.
The details are purely mechanical and are left to the reader.

Proof of Proposition 3.5: Let $m=1-\mathrm{ap}^{\mathrm{S}}$. In order to show that ([m]* $\left.Q^{I} \lambda_{n}\right) \circ Q^{K}=0, x=[1]$ or $\lambda_{n}$, we claim that it suffices to prove the result for the case in which $\ell(K)=1$. This claim follows from an obvious application of Theorem 5.1 together with an induction on the length of K . (See the proof of Theorem 3.4.) Furthermore, the identical argument used in the proof of Lemma 6.5(iv) can be used to prove the result in case $x=[1]$. Consequently we shall only include the requisite modifications for the case $x=\lambda_{n}$. Assume that $\left([m] * Q^{I} \lambda_{n}\right) \circ Q^{r} \lambda_{n} \neq 0$ and consider the expansion

$$
\begin{equation*}
\left(\left[1-a p^{s}\right] * Q^{I} \lambda_{n}\right) \subset Q^{r} \lambda_{n}=2 \Sigma Q^{I+t_{P}} P_{*}^{t}\left(Q^{I}\left(\lambda_{n} *[2]\right) * \lambda_{n} *\left[-2 a p^{s}\right]\right) \tag{i}
\end{equation*}
$$

which follows by an application of Theorems 5.1 (ii-iii) and $5.4(\mathrm{v})$. Let $\ell(I)=\mathrm{m}$. By applying the internal Cartan formula together with Lermma 6.4, we see that

$$
\begin{equation*}
\frac{\mathrm{n}}{2}\left(\mathrm{p}^{\mathrm{m}}+1\right)<\mathrm{r}+\mathrm{t} \leq \mathrm{np}^{\mathrm{m}} \tag{ii}
\end{equation*}
$$

By arguments almost identical to those used in the proof of Lemma 6.5(iv) together with formula (ii) above, we see that

$$
\begin{equation*}
\frac{n}{2}\left(p^{m}+1\right)-\sum_{j=1}^{m} \frac{n}{2} p^{j-1}<r \leq n . \tag{iii}
\end{equation*}
$$

This is an obvious contradiction and we are done.
§7. THE ALGEBRA $\mathscr{S}_{n}$ AND THE FORMULA FOR $\left(Q^{I}[m] *\left[1-a p{ }^{\mathrm{T}}\right]\right) \circ Q^{\mathrm{J}} \lambda_{\mathrm{n}}$
A certain sub-algebra, $S_{n}$, of $H_{*} \tilde{F}(n+1)$ occurs ubiquitiously in our remaining work on $\mathrm{H}_{*} \operatorname{SF}(\mathrm{n}+1)$. We define $\delta_{\mathrm{n}}$ in this section and observe some of its properties. Our first application is the derivation of the formula given in Theorem 5.4(ix) for expanding ( $\left.Q^{I}[m] *\left[1-\operatorname{ap}^{r}\right]\right) \circ Q^{J} \lambda_{n}$. Throughout the remaining sections, we write [?] for [ m ] whenever [ m ] is determined by the context.

Definition 7.1. $\mathcal{S}_{n}$ is the subspace of $\mathrm{H}_{*} \tilde{F}(\mathrm{n}+1)$ spanned by all monomials in the $*$-product of $Q^{I}[1], I$ as defined in III. $\S 3$, and $[m], m \in \mathbb{Z}$.

We note first that the formulas in Theorem 5.1 and Lemma 5.2 demonstrate that $\mathcal{S}_{\mathrm{n}}$ is closed under the composition product. Since $\delta_{\mathrm{n}}$ maps monomorphically into $H_{*} \widetilde{F}$ via the natural map

$$
\delta_{n} \xrightarrow{\text { inclusion }} H_{*} \widetilde{F}(n+1) \rightarrow H_{*} \widetilde{F}
$$

we have
Lemma 7.2. With the composition product, $\mathcal{S}_{\mathrm{n}}$ is a commutative subalgebra of $H_{*} \widetilde{F}(n+1)$ and the natural map

$$
\delta_{\mathrm{n}} \rightarrow \mathrm{H}_{*} \tilde{F}(n+1) \rightarrow H_{*} \tilde{F}
$$

is a monomorphism.

## Proof of Theorem 5.4(ix); the formula

$$
\left(Q^{I}[m] *\left[1-a p^{r}\right]\right) \circ Q^{J} \lambda_{n}=\sum_{J^{\prime}+J^{\prime \prime}=J} \sigma\left(Q^{J^{\prime}}[2], Q^{J^{\prime \prime}} \lambda_{n}\right)\left\{Q^{I}[2 m] \circ Q^{J^{\prime}}[1]\right\} * Q^{J \prime \prime}\left(\lambda_{n} *\left[-2 a p^{T}\right]\right):
$$

We assume that $Q^{I}[m]$ and $Q^{J} \lambda_{n}$ are defined; our proof follows by
induction on the length of $J$.
First assume that $J=(s), Q^{J}=Q^{s}$. Then
(i) $:\left(Q^{I}[m] *\left[1-\mathrm{ap}^{\mathrm{r}}\right]\right) \circ Q^{s} \lambda_{\mathrm{n}}=\Sigma Q^{s+r}\left(P_{*}^{T} Q^{I}[\mathrm{~m}] *\left[1-a p^{T}\right]\right) \circ \lambda_{n}$
by Theorem 5.1. Expanding the right side of (i) using the fact that the Steenrod operations act trivially on $\lambda_{n}$, and quoting Theorem 5. 4(v) we have

$$
\begin{equation*}
\left(P_{*}^{r} Q^{I}[m] *\left[1-a p^{r}\right]\right) \circ \lambda_{n}=P_{*}^{r}\left(\left(Q^{I}[m] *\left[1-a p^{\mathrm{I}}\right]\right) \circ \lambda_{n}\right)=P_{*}^{r} Q^{I}[2 m] * \lambda_{n} *\left[-2 a p^{T}\right] \tag{ii}
\end{equation*}
$$

Combining (ii) together with the internal Cartan formula for $Q^{s}$ given in Lemma 5.2 and III.1.1, 1.3, we have

$$
\begin{equation*}
\left(Q^{I}[m] *\left[1-a p^{r}\right]\right) \circ Q^{s} \lambda_{n}=\sum_{i>0}\left\{Q^{s+r-i} P_{*}^{r} Q^{I}[2 m]\right\} * Q^{i}\left(\lambda_{n} *\left[-2 a p^{r_{r}}\right]\right) \tag{iii}
\end{equation*}
$$

 that

$$
\begin{equation*}
Q^{s+r-i_{1} P_{*}^{I} Q^{I}[2 m]=Q^{s+r-i}\left(\Sigma c_{I} \beta^{\delta_{k}}{ }_{Q} s^{-t_{k}+t_{k-1}} \ldots \beta^{\delta_{2}} Q_{2}^{s_{2}-t_{2}+t_{1}}{ }_{\beta}^{\delta_{1}} Q^{s_{1}-t_{1}}[2 m]\right)} \tag{iv}
\end{equation*}
$$

where $t_{k}=I$ and $c_{I^{\prime}} \in \mathbb{Z}_{p}$. By inspecting the coefficients appearing in the Nishida relations, we see that .
(v)

$$
0 \leq s_{j}(p-1)-p t_{j}+p t_{j+1}-\delta_{j}, \quad j=1, \ldots, k
$$

Summing over $j$, we have the additional inequality
(vi)

$$
0 \leq \sum_{j \geq 1}\left\{s_{j}(p-1)-p t_{j}+p t_{j+1}-\delta_{j}\right\}
$$

Letting $b$ equal the number of non-zero Bocksteins in $I$ and checking the definition of $Q^{s+r-i} P_{*}^{r} Q^{I}[2 m]$, we find the additional inequality

$$
\begin{equation*}
0 \leq 2(s+r-i)-\left|P_{*}^{r} Q^{I}[2 m]\right| \tag{vii}
\end{equation*}
$$

Consequently, we have
(viii) $\quad 2 \Sigma_{s_{i}}(p-1)-2 x(p-1)-b-2 x \leq 2(s-i)$
which evidently yields

Since the left hand is just twice the sum expressed in (vi), we also have

$$
\begin{equation*}
0 \leq s-i \tag{x}
\end{equation*}
$$

Consequently, by the internal Cartan formulas given in Lemma 5.2 and in III.1.1 and 1.3, (iii) reduces to
(The crucial point above is the restriction on the indices of summation.) Since $\underset{r>0}{\sum} Q^{j+r} P_{*}^{r} Q^{I}[2 m] \in \delta_{n^{\prime}}$ we may use Lemma 7.1 to rewrite this sum for $r \geq 0$
fixed j as
(xii)

$$
Q^{\mathrm{I}}[2 \mathrm{~m}] \circ Q^{\mathrm{j}}[1] .
$$

Hence (xi) reduces to
(xiii) $\quad\left(Q^{I}[2 m] *\left[1-a p^{r}\right]\right) \circ Q^{s} \lambda_{n}=\sum_{j}\left\{Q^{I}[2 m] \circ Q^{j}[1]\right\}_{*} Q^{s-j}\left(\lambda_{n} *\left[-2 a p^{r}\right]\right)$.

The case where $Q^{I} \lambda_{n}=\beta Q^{s} \lambda_{n}$ is checked similarly.
Now we assume the result for all $J$ of length $\ell$ and prove the result for those $J$ of length $\ell+1$. For this step, we assume that $J=\left(1, s, J_{1}\right)$ and leave the simpler case where $J=\left(0, s, J_{1}\right)$ to the reader. First we expand $\left(Q^{\mathrm{I}}[\mathrm{m}] *\left[1-a p^{\mathrm{r}}\right]\right) \circ \beta Q^{\mathrm{s}} Q^{\mathrm{J}}{ }^{1} \lambda_{\mathrm{n}}$ by Theorem 5.1 and Lemma 3.7 to obtain (xiv) $\quad\left(Q^{I}[m] *\left[1-\mathrm{ap}^{\mathrm{r}}\right]\right) \circ \beta Q^{s} Q^{J_{1}} \lambda_{\mathrm{n}}=(-1)^{\left|Q^{I}[m]\right|} \Sigma \beta Q^{s+r}\left(\left(P_{*}^{r} Q^{I}[m] *\left[1-a p^{r}\right]\right) \circ Q^{J_{\lambda_{n}}}\right)$

$$
+(-1)\left|Q^{I}[m]\right|+1_{\Sigma Q^{S+r}}\left(\left(P_{*}{ }^{T} \beta Q^{I}[m] *\left[1-a p^{I}\right]\right) \circ Q^{J_{1}} \lambda_{n}\right)
$$

We expand the right side of this equation by the Nishida relations and the requiriements of Lemma 3.9 to obtain
$(x v i) \quad\left(P_{*}^{r} \beta Q^{I}[m] *\left[1-a p^{r}\right]\right) \circ Q^{J_{1}} \lambda_{n}=\Sigma d_{I_{2}}\left(Q^{I_{2}}[m] *\left[1-a p^{r}\right]\right) \circ Q^{J_{1} \lambda_{n}}$
where $c_{I_{1}}, d_{I_{2}} \in \mathbb{Z}_{\mathrm{P}}$. We now apply the inductive hypothesis to compute each of the sums in (xv) and (xvi):
 and
 But for fixed $Q^{J}{ }^{\prime}[1]$ and $Q^{J \prime \prime}{ }_{1^{\prime}}{ }_{n}$, we apply the formula of Lemma 3.9 to see that the sums in (xvii) and (xviii) are respectively equal to
(xix) $\Sigma \sigma\left(Q^{J}{ }^{\prime}[2], Q^{J \prime \prime} \lambda_{n}^{\prime \prime}\right)\left\{P_{*}^{r} Q^{I}[2 m] \circ Q^{J}{ }_{[1]}^{\prime}\right] * Q^{J \prime \prime}\left(\lambda_{n} *\left[-2 a p^{r}\right]\right) \quad$ and


Combining the results in (xix) and (xx) together we obtain
(xxi)

$$
\left(Q^{\mathrm{I}}[\mathrm{~m}] *\left[1-\mathrm{ap}^{\mathrm{r}}\right]\right) \circ \beta Q^{\mathrm{S}} Q^{\mathrm{J}} \lambda_{\mathrm{n}}=
$$

$$
\begin{aligned}
& { }_{(-1)} \mid Q^{I}\left[m| |_{\Sigma \sigma\left(Q^{\prime}\right.}^{J_{1}^{\prime}}[2], Q^{J \prime \prime} \lambda_{\lambda_{n}}^{\prime \prime}\right) \beta Q^{s+r}\left\{\left(P_{*}^{r} Q^{I}[2 m] \circ Q^{J_{1}^{\prime}}[1]\right) * Q^{J{ }^{\prime \prime}}\left(\lambda_{n} *\left[-2 a p^{r}\right]\right)\right\}
\end{aligned}
$$

We use an argument similar to that in the initial step of the induction together with the action of the Bockstein given by Lemma 5.2 and Proposition 3.7 to show that
and


$$
=\sum_{\substack{r>0 \\ j \geq 0}} \sigma\left(Q^{j}{ }^{j}[2], Q^{J^{\prime \prime}} \lambda_{n}\right)\left\{Q ^ { j + r } \left(P_{*}^{r} \beta Q^{I}[2 m] Q Q Q_{[1])\}}^{J \prime} * Q^{s-j} Q^{J^{\prime \prime}}\left(\lambda_{n} *\left[-2 a p^{r}\right]\right) .\right.\right.
$$

Since the terms $Q^{j+x}\left(P_{*}^{r} \beta^{\varepsilon} Q^{I}[2 m] 0 Q{ }^{J}[1]\right)$ are all in $\delta_{n^{\prime}}$, we may apply Lemma 7.2 to obtain
(xxiv)

$$
\sum_{r \geq 0} Q^{j+r}\left\{P_{*}^{r} \beta^{\varepsilon} Q^{I}[2 m] \circ Q^{j}{ }^{\mathrm{I}}[1]\right\}=\beta^{\varepsilon} Q^{I}[2 m] \circ Q^{j} Q^{J_{1}^{\prime}}[1] .
$$

Combining (xxi) together with (xxii)-(xxiii) and the action of the Bockstein given in Lemma 5.2 and Proposition 3.7, we obtain

$$
\begin{aligned}
& \text { (xxv) }\left(Q^{I}[m] *\left[1-\mathrm{ap}^{\mathrm{r}}\right]\right) \circ \beta Q^{\mathrm{s} Q^{J} \lambda_{\mathrm{n}}}=
\end{aligned}
$$

Visibly this formula is that given in Corollary 5.3(ix) and we are done
Remark 7.3. We were careful to keep track of the indices of summation here in order to make certain that all operations used here are defined in $H_{*} \widetilde{F}(n+1)$.

[^3]
## §8. COMMUTATIVITY OF THE PONTRJAGIN RING $H_{*} \operatorname{SF}(n+1)$

Throughout this section, we assume that $n$ and $p$ are both odd. A
brief outline of our method follows. Because we have no analogue of a 'maximal torus" for $\mathrm{SF}(\mathrm{n}+1)$ and no algebra monomorphism of $\mathrm{H}_{*} \mathrm{SF}(\mathrm{n}+1)$ into an algebra which we know a priori is commutative, we resort to the inelegant method of actually computing commutators in $\mathrm{H}_{*} \mathrm{SF}(\mathrm{n}+1)$. The work is simplified greatly by finding algebra generators for $H_{*} \operatorname{SF}(\mathrm{n}+1$ ) (given in Lemma 1.7) and then showing that the algebra generators commute. (Indeed, our original proof of commutativity involved the computation of an arbitrary commutator!)

Proof of Theorem 1.4; the commutativity of $\mathrm{H}_{*} \mathrm{SF}(\mathrm{n}+1)$ :
A collection of algebra generators for $\mathrm{H}_{*} \mathrm{SF}(\mathrm{n}+1$ ) has been specified in Lemma 1.7. There are three types of generators listed. That they commute is checked by the six evident cases. All sequences of Dyer-Lashof operations are assumed to be defined in $H_{*} \mathrm{~F}(\mathrm{n}+1)$; the indices of summation are evident and are consequently deleted.

Case I: $Q^{I}[1] *\left[1-p^{\ell(I)}\right]$ and $\lambda_{n} *[-1]$.
Applying Theorem 5.1(i) together with the definition of $\sigma(-,-)$, we obtain
(i) $\quad\left(Q^{I}[1] *\left[1-p^{\ell(I)}\right]\right) \circ\left(\lambda_{n} *[-1]\right)$

$$
=\Sigma \sigma\left(Q^{I^{\prime}}[1], Q^{I^{\prime \prime}}[1]\right)(-1)^{\left|Q^{I^{\prime \prime}}[1]\right|}\left\{\left(Q^{I^{\prime}}[1] *\left[1-p^{\ell(I)}\right]\right) \circ \lambda_{n}\right\} *\left\{\left(Q^{I^{\prime \prime}}[1] *\left(\left[1-p^{\ell(I)}\right]\right) \circ[-1]\right\}\right.
$$

Expanding $\left(Q^{I^{\prime}}[1] *\left[1-p^{\ell(I)}\right]\right) \circ \lambda_{n}$ by Theorem $5.4(v)$, we obtain

$$
\begin{equation*}
\left(Q^{I^{\prime}}[1] *\left[1-p^{\ell(I)}\right]\right) \circ \lambda_{n}=Q^{I^{\prime}}[2] * \lambda_{n} *\left[-2 p^{\ell(I)}\right] \tag{ii}
\end{equation*}
$$

Expanding $\left(Q^{I^{\prime \prime}}[1] *\left[1-p^{\ell(I)}\right]\right) \circ[-1]$ by Theorem $5.4($ ii), we obtain

$$
\begin{equation*}
\left(Q^{\mathrm{I}^{\prime \prime}}[1] *\left[1-\mathrm{p}^{\ell(\mathrm{I})}\right]\right) \circ[-1]=\mathrm{Q}^{\mathrm{I}^{\prime \prime}}[-1] *\left[-1+\mathrm{p}^{\ell(\mathrm{II}}\right] . \tag{iii}
\end{equation*}
$$

Combining (i), (ii), and (iii) together with the fact that $\left|\lambda_{n}\right|$ is odd we find that
(iv) $\left(Q^{I}[1] *\left[1-p^{\ell(I)}\right]\right) \circ\left(\lambda_{n} *[-1]\right)$

$$
=\Sigma \sigma\left(Q^{I^{\prime}}[1], Q^{I^{\prime \prime}}[1]\right)(-1)\left|Q^{I^{\prime \prime}}[1]\right|+\left|Q^{I^{\prime}}[2]\right|_{\lambda_{n}} * Q^{I^{\prime}}[2] * Q^{I^{\prime \prime}}[-1] *\left[-1-p^{\ell(I)}\right]
$$

An application of Lemma 5.3 (the internal Cartan formula) to the right hand side of this equation yields
(v) $\quad\left(Q^{I}[1] *\left[1-p^{\ell(I)}\right]\right) \circ\left(\lambda_{n} *[-1]\right)=(-1)\left|Q^{I[1]}\right|_{\lambda_{n}} * Q^{I}[1] *\left[-1-p^{\ell(I)}\right]$.

We now compute $\left(\lambda_{n} *[-1]\right) \circ\left(Q^{I}[1] *\left[1-p^{\ell(I)}\right)\right.$. Since the coproduct for $\lambda_{n}$ is given by $\psi \lambda_{n}=\lambda_{n} \otimes[2]+[2] \otimes \lambda_{n}$, we may apply Theorem $5.1(i)$ to see that (vi) $\quad\left(\lambda_{n} *[-1]\right) \circ\left(Q^{I}[1] *\left[1-p^{Q(I)}\right]\right)$

$$
=\left\{\left(\lambda_{n} *[-1]\right) \circ Q^{I}[1]\right\} *\left[1-p^{\ell(I)}\right]+(-1)\left|Q^{I}[1]\right|_{Q}^{I}[1] *\left\{\left(\lambda_{n} *[-1]\right) \subset\left[1-p^{\ell(I)}\right]\right\}
$$

By Theorem 5.4(vii), we have $\left(\lambda_{n} *[-1]\right) \circ Q^{I}[1]=0$. We expand the second summand in this equation by Theorem 5.4 (iv) to obtain
(vii) $\quad\left(\lambda_{n} *[-1]\right) \circ\left(Q^{I}[1] *\left[1-p^{\ell(I)}\right]\right)=(-1)\left|Q^{I}[1]\right|_{Q}^{I}[1] * \lambda_{n} *\left[-1-p^{\ell(I)}\right]$.

Comparing (v) and (vii), we observe that $\lambda_{n} *[-1]$ and $Q^{I}[1] *\left[1-p^{\ell(I)}\right]$ commute.

Case II: $Q^{I} \lambda_{n} *\left[1-2 p^{\ell(I)}\right]$ and $\lambda_{n} *[-1]$
We use the distributivity law in Theorem 5.1(i) together with the definition of $\sigma(-,-)$ to see that
(i) $\left(Q^{\mathrm{I}} \lambda_{\mathrm{n}} *\left[1-2 \mathrm{p} \mathrm{p}^{\ell(\mathrm{I})}\right]\right) \circ\left(\lambda_{\mathrm{n}} *[-1]\right)$

Expanding ( $\left.\Omega^{\mathrm{I}^{1}}[2] *\left[1-2 \mathrm{p}^{\ell(I)}\right]\right) \circ \lambda_{\mathrm{n}}$ by Theorem $5.4(\mathrm{v})$, we find that

$$
\begin{equation*}
\left(Q^{I^{\prime}}[2] *\left[1-2 p^{\ell(I)}\right]\right) \circ \lambda_{n}=Q^{I^{\prime}}[4] * \lambda_{n} *\left[-4 p^{\ell(I)}\right] . \tag{ii}
\end{equation*}
$$

A similar expansion of $\left(Q^{\mathrm{I}} \lambda_{\mathrm{n}} *\left[1-2 \mathrm{p}^{\ell(\mathrm{I})}\right]\right) \circ[-1]$ by Theorem $5.4(\mathrm{ii})$ and (iv) yields
(iii)

$$
\left(Q^{I^{\prime \prime}} \lambda_{n} *\left[1-2 p^{\ell(I)}\right]\right) \circ[-1]=(-1) Q^{I^{\prime \prime}}\left(\lambda_{n} *[-4]\right) *\left[-1+2 p^{\ell(I)}\right] .
$$

We also expand the terms $\left(Q^{I^{\prime}} \lambda_{n} *\left[1-2 p^{\ell(I)}\right]\right) \circ \lambda_{n}$ and $\left(Q^{I^{\prime \prime}}[2] *\left[1-2 p^{\ell(I)}\right]\right) \circ[-1]$ by Theorem 5.4(ii) and (v):
(iv)

$$
\begin{aligned}
& \left(Q^{I^{\prime}} \lambda_{n} *\left[1-2 p^{\ell(I)}\right]\right) \circ \lambda_{n}=2 Q^{I^{\prime}}\left(\lambda_{n} *[2]\right) * \lambda_{n} *\left[-4 p^{\ell(I)}\right] \text {, and } \\
& \left(Q^{I^{\prime \prime}}[2] *\left[1-2 p^{\ell(I)}\right]\right) \circ[-1]=Q^{I^{\prime \prime}}[-2] *\left[-1+2 p^{\ell(I)}\right] .
\end{aligned}
$$

In the following, we combine formulas (i)-(v) together.
(vi) $\left(Q^{\mathrm{I}} \lambda_{\mathrm{n}} *\left[1-2 \mathrm{P}{ }^{\ell(I)}\right]\right) \circ\left(\lambda_{\mathrm{n}} *[-1]\right)$

$$
\begin{aligned}
= & \Sigma \sigma\left(Q^{I^{\prime}}[2], Q^{I^{\prime \prime}} \lambda_{n}\right)(-1)\left|Q^{I^{\prime \prime}} \lambda_{n}\right|+1 Q^{I^{\prime}}[4] * \lambda_{n} * Q^{I^{\prime \prime}}\left(\lambda_{n} *[-4]\right) *\left[-1-2 p^{\ell(I)}\right] \\
& +\left.\left.\Sigma 2 \sigma\left(Q^{I^{\prime}} \lambda_{n^{\prime}}, Q^{I^{\prime \prime}}[2]\right)(-1)\right|^{I^{\prime \prime}}[2]\right|_{Q^{I^{\prime}}}\left(\lambda_{n} *[2]\right) * \lambda_{n} * Q^{I^{\prime \prime}}[-2] *\left[-1-2 p^{\ell(I)}\right] .
\end{aligned}
$$

A check of signs together with Lemma 5.3 (the internal Cartan formula) and the formula in (vi) above yields
(vii)

$$
\left(Q^{I} \lambda_{n} *\left[1-2 p^{I}\right]\right) \circ\left(\lambda_{n} *[-1]\right)=Q^{I} \lambda_{n} * \lambda_{n} *\left[-1-2 p^{\ell(I)}\right] .
$$

We now compute $\left(\lambda_{n} *[-1]\right) \circ\left(Q^{I} \lambda_{n} *\left[1-2 p^{\ell(I)}\right]\right.$ as in the above case by applying Theorem 5.1(i), and Theorem 5.4(iv) and (vii) to obtain (viii) $\quad\left(\lambda_{n} *[-1]\right) \circ\left(Q^{I} \lambda_{n} *\left[1-2 p^{\ell(I)}\right]\right)=\left.(-1)^{\mid Q^{I} \lambda_{n}}\right|_{Q^{I} \lambda_{n}} * \lambda_{n} *\left[-1-2 p^{\ell(I)}\right]$.

Commutativity of the elements in this case is checked by a comparison of formulas (vii) and (viii)

Case III: $\left(\lambda_{n} *[-1]\right)^{2}$
It is easy to check that $\left(\lambda_{n} *[-1]\right) \circ\left(\lambda_{n} *[-1]\right)=0$. by Theorem 5.1,
Theorem 5.4, and III.1.2(6).
Case IV: $Q^{I}[1] *\left[1-p^{\ell(I)}\right]$ and $Q^{J} \lambda_{n} *\left[1-2 p^{\ell(J)}\right]$
We compute $\left(Q^{I}[1] *\left[1-p^{\ell(I)}\right]\right) \circ\left(Q^{J} \lambda_{n} *\left[1-2 p^{\ell(J)}\right]\right)$ by Theorem 5.1(i).
(i) $\left(Q^{\mathrm{I}}[1] *\left[1-\mathrm{p}^{q(\mathrm{I})}\right]\right) \circ\left(\mathrm{Q}^{\mathrm{J}} \lambda_{\mathrm{n}} *\left[1-\mathrm{p}^{q(J)}\right]\right)$

$$
\begin{aligned}
&=\Sigma \sigma\left(Q^{\mathrm{I}^{1}}[1], Q^{\mathrm{I}^{\prime \prime}}[1]\right)(-1)\left|Q^{\mathrm{I}^{\prime \prime}}[1]\right|\left|Q^{J} \lambda_{\mathrm{n}}\right| \\
&\left\{\left\{Q^{\left.\left.\mathrm{I}^{\prime}[1] *\left[1-\mathrm{p}^{\ell(I)}\right]\right) \circ Q^{J} \lambda_{\mathrm{n}}\right\}}\right.\right. \\
& *\left\{\left(Q^{\left.\left.\mathrm{I}^{\prime \prime}[1] *\left[1-\mathrm{p}^{\ell(I)}\right]\right) \circ\left[1-2 \mathrm{p}^{\ell(J)}\right]\right\} .}\right.\right.
\end{aligned}
$$

Applying Theorem 5.4(ix), we find that
(ii) $\left(Q^{I^{\prime}}[1] *\left[1-p^{\ell(I)}\right]\right) \circ Q^{J} \lambda_{n}=\operatorname{\Sigma \sigma }\left(Q^{J '}[2], Q^{J \prime \prime} \lambda_{n}\right)\left(Q^{I^{\prime}}[2] 0 Q^{J \prime}[1]\right\}_{*} Q^{J^{\prime \prime}}\left(\lambda_{n} *\left[-2 a p^{\ell(I)}\right]\right)$. Combining (i) and (ii) together with the expansion of $\left(Q^{I^{\prime \prime}}[1] *\left[1-p^{\ell(I)}\right]\right) \circ\left[1-2 p^{\ell(J)}\right]$ implied by Theorem 5.4 we obtain
(iii) $\left(Q^{\mathrm{I}}[1] *\left[1-\mathrm{p}^{\ell(I)}\right]\right) \circ\left(Q^{\mathrm{J}} \lambda_{\mathrm{n}} *\left[1-2 \mathrm{p}^{\ell(J)}\right]\right)$

$$
\begin{aligned}
&= \Sigma \sigma\left(Q^{\mathrm{I}^{\prime}}[1], Q^{\mathrm{I}^{\prime \prime}}[1]\right) \sigma\left(Q^{J^{\prime}}[2], Q^{\mathrm{J}} \lambda_{\mathrm{n}}\right)(-1) \\
&\left|Q^{\mathrm{I}^{\prime \prime}}[1]\right|\left|Q^{J} \lambda_{n}\right| \\
&\left.\quad\left\{Q^{\mathrm{I}^{\prime}}[2] \circ Q^{\mathrm{J}}[1]\right\} * Q^{\mathrm{J}}\left(\lambda_{\mathrm{n}} *\left[-2 a Q^{\ell(I)}\right)\right]\right) * Q^{\mathrm{I}^{\prime \prime}}\left[1-2 \mathrm{p}^{\ell(J)}\right] *[?] .
\end{aligned}
$$

We commute $Q^{J^{\prime \prime}}\left(\lambda_{\mathrm{n}} *\left[-2 \mathrm{ap}^{\ell(I)}\right]\right)$ and $Q^{\mathrm{I}}\left[1-2 \mathrm{p}^{\ell(J)}\right]$ in the $*-$ product to obtain the formula
(iv) $\quad\left(Q^{\mathrm{T}}[1] *\left[1-\mathrm{P}^{\ell(I)}\right]\right) \circ\left(Q^{\mathrm{J}} \lambda_{\mathrm{n}} *\left[1-2 \mathrm{P}^{\ell(J)}\right]\right)$

$$
=\Sigma \sigma\left(Q^{I^{\prime}}[1], Q^{I^{\prime \prime}}[1]\right) \sigma\left(Q^{J}{ }^{[ }[2], Q^{J " \prime} \lambda_{n}\right)(-1)\left|Q^{I^{\prime \prime}}[1]\right|\left|Q^{J^{\prime}}[2]\right|
$$

$$
\left\{Q^{\mathrm{I}^{\prime}}[2] \circ Q^{5}[1]\right] * Q^{\mathrm{I}^{\prime \prime}}\left[1-2 \mathrm{p}^{\ell(J)}\right] * Q^{J^{\prime \prime}}\left(\lambda_{\mathrm{n}} *\left[-2 \mathrm{p}^{\ell(\mathrm{I})}\right]\right) *[?] .
$$

We compute $\left(Q^{J} \lambda_{n} *\left[1-2 p^{\ell(J)}\right]\right) \circ\left(Q^{I}[1] *\left[1-p^{\ell(I)}\right]\right)$ in a similar fashion:
(v) $\left(Q^{J} \lambda_{n} *\left[1-2 p^{\ell(J)}\right]\right) \circ\left(Q^{I}[1] *\left[1-p^{\ell(J)}\right]\right)$

$$
\begin{aligned}
& =\Sigma \sigma\left(Q^{J}[2], Q^{J "} \lambda_{n}\right)(-1)\left|Q^{J "} \lambda_{n} \| Q^{I}[1]\right| \\
& \left\{\left(Q^{J}[2] *\left[1-2 p^{\ell(J)}\right]\right) \circ Q^{I}[1]\right\} *\left\{\left(Q^{J \prime \prime} \lambda_{n^{\prime}} *\left[1-2 p^{\ell(J)}\right]\right) \circ\left[1-p^{\ell(I)}\right]\right\} \\
& +\Sigma \sigma\left(Q^{J} \lambda_{n^{\prime}} Q^{Q^{\prime \prime}}[2]\right)(-1)\left|Q^{J " N}[2]\right|\left|Q^{I}[1]\right| \\
& \left\{\left(Q^{J} \lambda_{n} *\left[1-2 p^{\ell(J)}\right]\right) \circ Q^{I}[1]\right\} *\left\{\left(Q^{J "}[2] *\left[1-2 p^{q(J)}\right]\right) \circ\left[1-p^{\ell(I)}\right]\right\} .
\end{aligned}
$$

The second sum vanishes by Theorem 5.4(viii). Furthermore, the element $\left(Q^{J^{\prime}}[2] *\left[1-2 p^{\ell(J)}\right]\right) \circ Q^{I}[1]$ is in $\mathcal{S}_{n}$ by Definition 7.1. By Lemma 7.2, we may write
(vi)

$$
\left(Q^{J^{\prime}}[2] *\left[1-2 p^{\ell(J)}\right]\right) \circ Q^{I}[1]=\left.(-1) Q^{I}[1]| | Q^{J^{\prime}}[2]\right|_{Q^{I}[1]} \circ\left(Q^{J T}[2] *\left[1-2 p^{\ell(J)}\right]\right)
$$

which may be expanded by Theorem $5.1(\mathrm{i})$ to obtain
(vii) $\quad\left(Q^{J^{\prime}}[2] *\left[1-2 p^{\ell(I)}\right]\right) \circ Q^{I}[1]=\Sigma \sigma\left(Q^{I^{\prime}}[1], Q^{I^{\prime \prime}}[1]\right)(-1)\left|Q^{I^{\prime}}[1]\right|\left|Q^{J^{\prime}}[2]\right|$

$$
\left\{Q^{I^{\prime}}[1] \circ Q^{J \prime}[2]\right\} *\left\{Q^{I^{\prime \prime}}\left[1-2 p^{\ell(J)}\right]\right\}
$$

The element $\left(Q^{J \prime \prime} \lambda_{n} *\left[1-2 p^{\ell(J)}\right]\right) \circ\left[1-p^{\ell(I)}\right]$ may be expanded by use of Theorem
5.4(vi) to obtain
(viii) $\quad\left(Q^{J^{\prime \prime}} \lambda_{n} *\left[1-2 p^{\ell(J)}\right]\right) \circ\left[1-p^{\ell(I)}\right]=Q^{J \prime \prime}\left(\lambda_{n} *\left[-2 p^{\ell(I)}\right]\right) *\left[\left(1-2 p^{\ell(J)}\right)\left(1-p^{\ell(I)}\right)\right]$.

Using formulas (vii) and (viii) to substitute in formula (v), we find that
(ix) $\left(Q^{J} \lambda_{n} *\left[1-2 p^{\ell(J)}\right]\right) \circ\left(Q^{I}[1] *\left[1-p^{\ell(I)}\right]\right)$

$$
\begin{aligned}
& =\Sigma \sigma\left(Q^{I^{\prime}}[1], Q^{I^{\prime \prime}}[1]\right) \sigma\left(Q^{J^{\prime}}[2], Q^{J^{\prime \prime}} \lambda_{n}\right)(-1)\left(\left|Q^{J^{\prime \prime}} \lambda_{n}\right|\left|Q^{I}[1]\right|+\left|Q^{J^{\prime}}[2]\right|\left|Q^{I^{\prime}}[1]\right|\right) \\
& \\
& \quad\left\{Q^{\left.I^{\prime}[1] \circ Q^{J^{\prime}}[2]\right\}_{*} Q^{I^{\prime \prime}}\left[1-2 p^{\ell(J)}\right] * Q^{J^{\prime \prime}}\left(\lambda_{n} *\left[-2 p^{\ell(I)}\right]\right) *[?] .}\right. \text {. }
\end{aligned}
$$

Since $Q^{I^{\prime}}[1] \circ Q^{J^{\prime}}[2]$ is in $\delta_{n}$; it is obvious that, $Q^{I^{\prime}}[1] \circ Q^{J^{\prime}}[2]=$ $Q^{I^{\prime}}[1] \circ Q^{J^{\prime}}[1] \circ[2]=Q^{I^{\prime}}[2] \circ Q^{J^{\prime}}[1]$.

Substituting this result in (ix)
together with the obvious commutation formulas for *-products and the fact that $\left|Q^{J \prime \prime} \lambda_{n}\right|+\left|Q^{J 1}[2]\right|=\left|Q^{J} \lambda_{n}\right|$, we have
(x) $\quad\left(Q^{J} \lambda_{n} *\left[1-2 p^{\ell(J)}\right]\right) \circ\left(Q^{I}[1] *\left[1-p^{\ell(I)}\right]\right)$
$=\Sigma \sigma\left(Q^{I^{\prime}}[1], Q^{I^{\prime \prime}}[1]\right) \sigma\left(Q^{J^{\prime}}[2], Q^{J^{\prime \prime}} \lambda_{n}\right)(-1)\left(\left|Q^{J^{\prime \prime}} \lambda_{n}\right| \mid Q^{\left.I^{\prime}[1]\left|+\left|Q^{J^{\prime}}[2]\right|\right| Q^{I^{\prime}}[1] \mid\right)}\right.$

$$
\left\{Q^{I \prime}[2] \circ Q^{J \prime}[1]\right\} * Q^{I^{\prime \prime}}\left[1-2 p^{\ell(J)}\right] * Q^{J^{\prime \prime}}\left(\lambda_{n} *\left[-2 p^{\ell(I)}\right]\right) *[?] .
$$

Visibly, the formulas in (iv) and (x) agree modulo the appropriate commutation sign and we are done.

Case V: $Q^{I} \lambda_{n} *\left[1-2 p^{\ell(I)}\right]$ and $Q^{J} \lambda_{n} *\left[1-2 p^{\ell(J)}\right]$
We appeal to Theorem 5.1(i) again.
(i) $\quad\left(Q^{I} \lambda_{n} *\left[1-2 p^{\ell(I)}\right]\right) \circ\left(Q^{J} \lambda_{n} *\left[1-2 p^{\ell(J)}\right]\right)$

$$
\begin{aligned}
= & \Sigma \sigma\left(Q^{I^{\prime}}[2], Q^{I^{\prime \prime}} \lambda_{n}\right)(-1)\left|Q^{I^{\prime \prime}} \lambda_{n}\right|\left|Q^{J} \lambda_{n}\right| \\
& \left\{\left(Q^{I^{\prime}}[2] *\left[1-2 p^{\ell(I)}\right]\right) \circ Q^{J} \lambda_{n}\right\} *\left\{\left(Q^{I^{\prime \prime}} \lambda_{n} *\left[1-2 p^{\ell(I)}\right]\right) \circ\left[1-2 p^{\ell(J)}\right]\right\} \\
+ & \Sigma \sigma\left(Q^{I^{\prime}} \lambda_{n}, Q^{I^{\prime \prime}}[2]\right)(-1)\left|Q^{I^{\prime \prime}}[2]\right|\left|Q^{J} \lambda_{n}\right| \\
\because \quad & \left\{\left(Q^{\left.\left.I^{\prime} \lambda_{n} *\left[1-2 p^{\ell(I)}\right]\right) \circ Q^{J} \lambda_{n}\right\} *\left\{\left(Q^{I^{\prime \prime}}[2] *\left[1-2 p^{\ell(I)}\right]\right) \circ\left[1-2 p^{\ell(J)}\right]\right\} .}\right.\right.
\end{aligned}
$$

The second sum vanishes by Theorem 5.4(ix) to get
(ii) $\quad\left(Q^{I} \lambda_{n} *\left[1-2 p^{\ell(I)}\right]\right) \circ\left(Q^{J} \lambda_{n} *\left[1-2 p^{\ell(J)}\right]\right)$

$$
=\Sigma \sigma\left(Q^{I^{\prime}}[2], Q^{I^{\prime \prime}} \lambda_{n}\right)(-1)\left|Q^{I^{\prime \prime}}[2]\right|\left|Q^{J} \lambda_{n}\right|
$$

$$
\left\{\left(Q^{I^{\prime}}[2] *\left[1-2 p^{l(I)}\right]\right) \circ Q^{J} \lambda_{n}\right\} *\left\{\left(Q^{I^{\prime \prime}} \lambda_{n} *\left[1-2 p^{\ell(I)}\right]\right) \circ\left[1-2 p^{\ell(J)}\right]\right\}
$$

We expand $\left(Q^{I^{\prime}}[2] *\left[1-2 p^{\ell(I)}\right]\right) \circ Q^{J} \lambda_{n}$ and $\left(Q^{I^{\prime \prime}} \lambda_{n} *\left[1-2 p^{l(I)}\right]\right) \circ\left[1-2 p^{\ell(J)}\right]$ by Theorem 5.4(ix) and (vi) to see that
(iii) $\quad\left(Q^{I^{\prime}}[2] *\left[1-2 p^{\ell(I)}\right]\right) \circ Q^{J} \lambda_{n}=\Sigma \sigma\left(Q^{J 1}[2], Q^{J \prime \prime} \lambda_{n}\right)\left\{Q^{I^{\prime}}[4] \circ Q^{J \prime}[1]\right\}_{* Q^{J \prime \prime}}\left(\lambda_{n} *\left[-4 p^{\ell(I)}\right]\right)$,
and
(iv) $\quad\left(Q^{I^{\prime \prime}} \lambda_{n} *\left[1-2 p^{\ell(I)}\right]\right) \circ\left[1-2 p^{\ell(J)}\right]=Q^{I^{\prime \prime}}\left(\lambda_{n} *\left[-4 p^{\ell(J)}\right]\right) *\left[\left(1-2 p^{\ell(I)}\right)\left(1-2 p^{\ell(J)}\right]\right.$.

Substituting these last two results in (ii) above we see that
(v) $\quad\left(Q^{I} \lambda_{n} *\left[1-2 p^{\ell(I)}\right]\right) \circ\left(Q^{J} \lambda_{n} *\left[1-2 p^{\ell(J)}\right]\right)$
$=\Sigma \sigma\left(Q^{I^{\prime}}[2], Q^{I^{\prime \prime}} \lambda_{n}\right) \sigma\left(Q^{J^{\prime}}[2], Q^{J^{\prime \prime}} \lambda_{n}\right)(-1)\left|Q^{I^{\prime \prime}}[2]\right|\left|Q^{J} \lambda_{n}\right|$

$$
\left\{Q^{I^{\prime}}[4] \circ Q^{J \prime}[1]\right\} * Q^{J \prime \prime}\left(\lambda_{n} *\left[-4 p^{\ell(I)}\right]\right) * Q^{I^{\prime \prime}}\left(\lambda_{n} *\left[-4 p^{\ell(J)}\right]\right) *[?]
$$

Observe that $Q^{I^{\prime}}[4] \circ Q^{J^{\prime}}[1]$ is in $\mathcal{S}_{n}$ and by Lemma 7.2, we have
(vi)

$$
Q^{I^{\prime}}[4] \circ Q^{J^{\prime}}[1]=\left.(-11)\left|Q^{I^{\prime}}[4]\right|\left|Q^{J^{\prime}}[1]\right|\right|_{Q^{J^{\prime}}[1]} \circ Q^{\mathrm{I}^{\prime}[4]} .
$$

Now by interchanging $I$ and $J$ in formulas (v) and (vi) and checking degrees, we see that the two generators in case V commute.

Case VI: $Q^{I}[1] *\left[1-p^{\ell(I)}\right]$ and $Q^{J}[1] *\left[1-p^{\ell(J)}\right]$
Since both of these elements lie in $\delta_{n}$, they commute by Lemma 7.2.
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## STRONG HOMOTOPY ALGEBRAS OVER MONAD

## Thomas J. Lada

Introduction: A topological space $X$ will be called a loop space if there exists a space $Y$ and a weak homotopy equivalence $X \rightarrow \Omega Y$; such a space $Y$ is called a classifying space for $X$. Here the symbol $\Omega Y$ denotes the set of continuous base-pointed functions from $S^{1}$, the l-sphere, into $X$ topologized with the compact open topology. There is a history of theorems that identify certain H-spaces as loop spaces. Milnor [9] showed that a topological group is a loop space. Sugawara [12], Dold and Lashoff [4] and Stasheff [11] extended this result to associative $H$-spaces and to strong homotopy associative (or $\mathrm{A}_{\infty}$ ) H-spaces. The fundamental point in each proof is the construction of a classifying space for the given space.

One is then confronted with the problem of whether a given space $X$ is an n-fold loop space, i.e., whether there is a space $Y$ and a weak homotopy equivalence $X \rightarrow \Omega^{n} Y$. In this case $Y$ is called an $n^{\text {th }}$ classifying space for $X$. While it was essentially the strong homotopy asseciativity of the multiplication on $X$ that enabled one to construct its classifying space in the 1-fold
loop case, higher homotopy commutativity of the multiplication proved to be the key to n-fold loop spaces. As a special example, Dold and Thom [5] proved that a strictly associative, commutative H-space has the weak homotopy type of a product of Eilenberg-MacLane spaces. (It has been pointed out to the author that J. C. Moore also has an unpublished proof of this fact.) In general one must develop some method of keeping track of all the requisite higher associativity and commatativity homotopies on X .

Boardman and Vogt [2] showed that if a certain type of functor acted appropriately on a space $X$, they could then conclude that $X$ was homotopy equivalent to an associative H-space $Y$ and thus build $B Y$ and further, that another functor acted similarly on BY and they could then iterate their argument. Segal [10] was able to accomplish the same thing by using only one functor. He has his functor act not only on $X$ but also on spaces of the homotopy type of $\mathrm{x}^{n}$.

In category theory there is a concept of a functor being a monad or triple. Beck [1] had shown that if the monad $\Omega^{n} \Sigma^{n}$ acts on a space $X$ in a certain manner, then an $n$-fold classifying space could be constructed. Although this theorem gives a procedure for identifying an iterated loop space, there are few spaces on which $\Omega^{n} \Sigma^{n}$ acts properly.

May [G] generalized this result to monads that look like $\Omega^{n} \Sigma^{n}$. He has two theorems along these lines. The first theorem makes precise the idea of "looks like" $\Omega^{n} \Sigma^{n}$. His second theorem tells how to construct the $n^{\text {th }}$ classifying space of $x$
when one of these monads acts on $X$. One point that is missing in this theorem is homotopy invariance; if $X$ is an n-fold loop space and $Y$ is homotopy equivalent to $X$, this functor need not act on $Y$.

In this work we introduce the idea of a monad $D$ acting on a space up to homotopy and study the theory of such spaces and maps between them. In this context May's recognition theorem is generalized up to homotopy. In addition a homotopy invariance theorem in the sense of Boardman and Vogt [3, p. 1] for this theory is proved.

Section 1 contains some motivation for and the definition of a strong homotopy D-space; it is this strong homotopy action of the monad that encodes the homotopies required for an n-fold loop space. The monad action in May's theorem is a special case of this strong homotopy action.

Given an s.h.D-space $X$, we construct a $D$-space $U X$ in Section 2. UX contains $X$ as a deformation retract. At this point May's recognition theorem can be generalized to an s.h.D-space $X$ by applying his theorem to the D-space UX.

In Section 3 we introduce a conceptual definition of a strong homotopy D-map between s.h.D-spaces (called an SHD-map); such a map from $X$ to $Y$ will be essentially a b-map from UX to UY. SHD-maps form the collection of morphisms for a category whose objects are s.h.D-spaces. This section concludes with definitions of geometric strong homotopy $D$-maps from $X$ to $Y$ where one space is a D-space and the other is an s.h.D-space (these maps are called s.h.D-maps). These are the maps that
frequently occur in nature; $e_{\text {. }} \mathrm{g}_{0}$, a homotopy equivalence between an arbitrary space and a D-space。 Sections 4 and 5 provide some machinery required to link together our conceptual and geometric definitions of strong homotopy D-maps.

The following conceptual homotopy invariance theorem is proved in Section 6:

1) If $Y$ is an $s . h o B-s p a c e, f: X \rightarrow Y$ a homotopy equivalence, then $X$ is an $S . h . D-s p a c e$ and $f$ is an SHD-map.
2) If $f: X \rightarrow Y$ is an SHD-map between $S . h . D-s p a c e s$ and if $g \simeq f$, then $g$ is an SHD-map and $g \simeq f$ as SHD-maps.
3) If $f: X \rightarrow Y$ is an SHD-map between S.h.D-spaces and is a homotopy equivalence with homotopy inverse $g$, then $g$ is an SHD-map and feg $\simeq 1$ and gof $\simeq 1$ as sHD-maps.

This theorem is deduced from our geometric homotopy invariance theorem which consists of the above three statements restricted to $D$-spaces with SHD-maps replaced by s.h.D-maps. The proof of this geometric homotopy invariance theorem occupies sections 7, 8 and 9。

In a concluding appendix, a geometric definition of a strong homotopy D-map between S.h.D-spaces is discussed. These details should convince the reader that the conceptual definition of such a map is both reasonable and desirable.

Throughout this work whenever mention is made of a category of topological spaces, it should be taken to mean the category of compactly generated weak Hausdorff spaces with non-degenerate base points. It will be denoted by the symbol $T$.

I am indebted to J. Stasheff who guided me in this work as part of my doctoral thesis for the University of Notre Dame and to $D_{\text {. Kraines who offered many valuable suggestions. I }}$ would like to thank J. P. May who influenced a good part of this work and is largely responsible for its present organization. It should be pointed out that Section 5 is joint work with P. Malraison.

I am also grateful to the Mathematics Departments of Temple University, Duke University, and North Carolina State University for financial support during the part of this work that was contained in my thesis (Sections 1, 2 and 7). The remainder was supported in part by a grant from the North Carolina State Engineering Foundation.

CONTENTS

1. Strong Homotopy Algebras over Monads ...................... 405
2. A Generalized Bar Construction ............................... 412
3. Strong Homotopy Maps of Algebras over Monads .......... 424
4. Examples of Strong Homotopy Maps ........................... 431
5. Lifting s.h.D-Maps to D-Maps ................................. 445
6. Homotopy Invariance Theorems $\ldots 0.00 .0 .0 .0 . . . . . . . .$.
7. Proof of Theorem 6.1(i) ........................................... 454
8. Proof of Theorem 6.1(ii) ..........0.o............................ 459
9. Proof of Theorem 6.1(iii) .................................... 468

Appendix $0000000000000.0 .0 .0 .0 .0 .0 . . . . . .$.
Bibliography ................................................... 479

1. Strong Homotopy Algebras over Monads.

We begin by recalling the definitions of a monad and an algebra over a monad.

Definition 1.1: A monad in any category $C$ is a triple ( $D, \mu, \eta$ ) where $D: C \rightarrow C$ is a covariant functor, $\eta: I \rightarrow B$ and $\mu: D D \rightarrow D$ are natural transformations of functors such that if $X$ is any object in $C$, then the following diagrams commute:



Now let $X$ be a topological space and let $(D, \mu, \eta)$ be a monad in J, our category of topological spaces. Suppose also that $h_{o}: D X \rightarrow X$ is a continuous map in $J_{0}$

Definition 1.2: The pair $\left(X, h_{0}\right)$ is a D-space (or D-algebra) if the diagrams

commute. If ( $X^{\prime}, g_{0}$ ) is another $D$-space, then $f: X \rightarrow X^{\prime}$ is a map of D-spaces if

406

commutes. It should be emphasized that $f$ is required to preserve all of the D-structure of both $X$ and $X$ ' in the sense that if we apply $D$ to the diagram it will still commute; the same must be true if we apply higher iterates of D. This one commutative diagram will guarantee all of this since $D$ is a
 monads and algebras over monads may be found in [G, Section 2] and in [1].

Since the definitions of monad and b-space involve commutative diagrams of maps between topological spaces, it appears that one might be able to generalize these definitions "up to homotopy". This generalization for a monad will not be pursued here; however, it will be shown that generalization of D-spaces does merit some attention. In all that follows, let us agree to write $D^{n}$ for $D$ iterated $n$ times whenever $n$ is so large as to render the previous notation unwieldy.

To begin our up-to-homotopy generalization, it seems a straightforward requirement that the diagram

commute up to homotopy; i.e., that we have a homotopy
$h_{1}: I \times D^{2} X+X$ such that $h_{1}(0, y)=h_{0} \circ \mu(y)$ and $h_{1}(1, y)=h_{0} \circ B h_{0}(y)$ where $\mathrm{Y} \varepsilon \mathrm{D}^{2} \mathrm{X}$. At first glance this appears to be a natural generalization of b-space, but we have not yet taken into account all of the D-structure on $X$. Implicit in the definition of D -space $i s$ the commutative diagram


In other words, all possible ways of mapping $D^{3} X \rightarrow X$ via $\mu$ and $h_{0}$ are equal. The homotopy problem now becomes more subtle. We have the six maps from $D^{3} X \rightarrow X$ given by

$$
\begin{array}{lll}
h_{0} \circ \mu \circ D \mu & h_{0} \circ D h_{0} \circ D^{2} h_{0} & h_{0} \circ \mu \circ \mu D \\
h_{0} \circ D h_{0} \circ D \mu & h_{0} \circ \mu \circ D^{2} h_{0} & h_{0} \circ D h_{0} \circ \mu D
\end{array}
$$

and the relations

$$
\begin{aligned}
h_{0} \circ \mu \circ D \mu & =h_{0} \circ D h_{0} \circ D_{\mu} \quad \text { via the homotopy } h_{1} \circ D \mu \\
h_{0} \circ \mu \circ \mu D & =h_{0} \circ D h_{0} \circ \mu D \quad \text { via the homotopy } h_{1} \circ \mu D \\
h_{0} \circ D h_{0} \circ D^{2} h_{0} & \simeq h_{0} \circ \mu \circ D^{2} h_{0} \quad \text { via the homotopy } h_{1} \circ D^{2} h_{0} .
\end{aligned}
$$

We also have that $h_{0}{ }^{0} \mu^{\circ} D \mu=h_{0}{ }^{\circ} \mu^{0} \mu D$ since $(D, \mu, \eta)$ is a monad and that $h_{0}{ }^{\circ} \mathrm{Dh}_{0}{ }^{\circ} \mu \mathrm{D}=\mathrm{h}_{0}{ }^{\circ} \mu^{\circ} \mathrm{D}^{2} \mathrm{~h}_{0}$ since $\mu$ is a natural transformation of functors. In addition there is a homotopy between $h_{\rho}^{\circ}{ }^{\circ} h_{0}{ }^{\circ} D_{\mu}$ and $h_{0} \circ D h_{0} \circ D^{2} h_{0}$ which is denoted by $h_{0} \circ \mathrm{Dh}_{1}$. The homotopy $D h_{1}$ may be defined by $\left(D h_{1}\right)(t)=D\left(h_{1}(t)\right): D^{3} X+D X$ for all $0 \leq t \leq 1$. It is a special property of $D$ which enables us to piece together the $D h_{1}(t)$ 's to define the map $D h_{1}: I \times D^{3} X \rightarrow D X$. This property will be बiscussed later. The essential fact about $\mathrm{Dh}_{1}$ is that it is a homotopy between $D h_{\odot} \circ D \mu$ and $D h_{\odot}{ }^{\circ} D^{2} h_{o}$; in applications we may want to choose different homotopies between these two maps and denote them all by the symbol $\mathrm{Dh}_{1}$.

Thus we have four copies of $I \times D^{3} X$ and because of the above equalities we may join them together at their matching endpoints to obtain the space $\partial I^{2} \times D^{3} X$ where $\partial I^{2}$ is the boundary of $I^{2}$.


To have an appropriate generalization of D-space up to homotopy, we would like the above homotopies to be homotopic; i.e., we want to assume that the above 2 -cube may be filled in by a map $h_{2}: I^{2} \times D^{3} X+X$ such that

$$
\begin{aligned}
& h_{2}(0, t, y)=h_{1} \circ \mu D\{t, y) \\
& h_{2}(s, 0, y)=h_{1} \circ D \mu(s, y) \\
& h_{2}(1, t, y)=h_{0} \circ D h_{1}(t, y) \\
& h_{2}(s, 1, y)=h_{1} \circ D^{2} h_{0}(s, y) .
\end{aligned}
$$

It is apparent that for arbitrary $n>0$, we would like to consider all of the homotopies between all of the maps $\mathbb{D}^{n} X \rightarrow X$ and consider compatibility relations among them.

This discussion should motivate

Definition 1.3: Let $h_{0}: D X+X$ be a map in $J$ and ( $D, \mu, \eta$ ) be a monad in $J$; then the pair ( $X,\left\{h_{q}\right\}$ ) is a strong homotopy D-space (s.h.D-space or s.h.D-algebra) if the homotopies $h_{q}: I^{q} \times D^{q+1} X+X$ satisfy the compatibility relations

$$
\begin{gathered}
h_{q}\left(t_{1}, \ldots, t_{q}, y\right)=h_{q-1} \circ\left(1 \times D^{j-1} \mu_{q-j}\right)\left(t_{1}, \ldots, t_{j}, \ldots t_{q}, y\right) \\
\quad \text { if } t_{j}=0
\end{gathered}
$$

and

$$
\begin{gathered}
h_{q}\left(t_{1}, \ldots, t_{q}, y\right)= \\
h_{j-1} \circ\left(1 \times D^{j^{\prime}} h_{q-j}\right)\left(t_{1}, \ldots, \hat{t}_{j}, \ldots, t_{q}, y\right) \\
\stackrel{\text { def }}{ } h_{j-1}\left(t_{1}, \ldots, t_{j-1}, D^{j^{\prime}} h_{q-j}\left(t_{j+1}, \ldots, t_{q}, y\right)\right) \\
\text { if } t_{j}=1 .
\end{gathered}
$$

Here, $j=1, \ldots, q, q \geq 0, y \in D^{q+1} x$, and $\hat{t}_{j}$ means delete the
coordinate $t_{j}$. We also require the commutative diagram


The symbol $\mu_{q-j}$ is used to denote the map $\mu\left(D^{q-j} X\right): D^{q-j+2} X \rightarrow D^{q-j+1}$ in order to facilitate the notation. It is easy to see that a strict $D$-space may be regarded as an $\mathrm{s}_{\mathrm{o}} \mathrm{h} . \mathrm{D}$-space by taking all of the higher homotopies to be constant. It is also not difficult to see by a counting argument, the properties of $\mu$ arising from the monad structure of $D$, and the fact that $\mu$ is a natural transformation of functors that all of the maps $D^{q+1} X+X$ involving $h_{j}$ 's and $\mu^{\prime} s$ are taken into account by this definition.

To justify the homotopies $D^{j_{h}}{ }_{q-j}$, and for later use, we discuss the notion of continuity of a functor $F: T+T$. This means that $\mathrm{F}: \operatorname{Mon}(\mathrm{X}, \mathrm{Y}) \rightarrow \operatorname{Mor}(\mathrm{FX}, \mathrm{FY})$ is a continuous map for all spaces $X$ and $Y$, where $\operatorname{Mor}(X, Y)$ is the function space of based maps $X \rightarrow Y$. Given a homotopy $h: I X X+Y$ and a continuous functor $F$, application of $F$ to the collection of maps $h_{t}: X \rightarrow Y, 0 \leq t \leq 1$, yields a family of maps $F n_{t}: F X \rightarrow F Y$ which "fit together" continuously to yield a map $I \times F X \rightarrow F Y$. From an adjoint point of view we can think of our original homotopy $h$ as a continuous map $I \rightarrow Y^{X}$. The continuity of $F$ by definition means that $F: Y^{X}+F Y^{F X}$ is continuous. Thus the composite $F \circ h: I \rightarrow Y^{X} \rightarrow F Y^{F X}$ is continuous. We will use the symbol Fh for
the homotopy $I \times F X+F Y$ as well as for the usual map $F(I \times X) \rightarrow F Y$ and hope that the context will be clear enough to avoid confusion. In practice the homotopy will factor through the usual map via a canonical map $I \times F X \rightarrow F(I \times X)$ 。

Thus, to validate the discussion above, we assume that $D$ is a continuous functor. This holds, for example, if $D$ is derived from an operad $D=\{D(j)\}[G, p$. 11. Here a canonical map $\delta: I \times D X \rightarrow D(I \times X)$ is induced by passage to quotients from the maps

$$
\delta: I \times \frac{\bigcup_{j}}{} D(j) \times x^{j}+\frac{\bigcup_{j}}{} D(j) \times(I \times X)^{j}
$$

specified by

$$
\delta\left(t,\left[d, x_{1}, \ldots, x_{j}\right]\right)=\left[d ;\left(t, x_{1}\right), \ldots \ldots\left(t, x_{j}\right)\right]
$$

and $D h: I \times D X \rightarrow D Y$ is the composite of $\delta$ and $D h: D(I \times X) \rightarrow D Y$.
2. A Generalized Bar Construction.

A generalized bar construction for strong homotopy D-spaces is presented here and is used in the proof of a recognition theorem for these spaces: Let ( $D, \mu, \eta$ ) be a monad and ( $F, \lambda$ ) a D-functor [G, p. 36]. Assume that $D$ and $F$ are continuous functors.

Before proceeding to our constructions, a few comments are needed concerning an appropriate category for which our main theorem is valid. A reasonable setting is the category of NDR pairs of the homotopy type of $C W$ complexes. In this category a pair ( $Y, A$ ) is said to be retractile if the homology exact sequence reduces to $0 \rightarrow H(A) \rightarrow H(Y) \rightarrow H(Y, A) \rightarrow 0$ [7]. It is not required that this sequence split. Retractile pairs have not only the homotopy extension property, but also in some sense a relative homotopy extension property. Stasheff [10, p. 291] has shown

Proposition 2.1: Let ( $X, m$ ) be an H-space. If $(Y, A)$ is a retractile pair, then given homotopic maps $f_{\rho}, f_{1}: Y \rightarrow X$ and $a$ homotopy $g_{t}: A \rightarrow X$ such that $g_{i}=\left.f_{i}\right|_{A}$ for $i=0,1$, then $g_{t}$ extends to a homotopy $f_{t}: Y \rightarrow X$.

We will make use of this proposition in Theorem 2.3.
Construction 9.6 [G, p. 88] may now be generalized for strong homotopy D-spaces to

Construction 2.2: Define a topological space that depends upon a monad ( $D, \mu, \eta$ ), a streng homotopy D-space ( $X,\left[h_{q}\right\}$ ), and a

D-functor ( $F, \lambda$ ) by

$$
\tilde{B}(F, D, X)=\frac{\prod_{q}}{} I^{q} \times F_{D}{ }^{q} / n
$$

where the equivalence relation $\approx$ is defined by

$$
\left(t_{1}, \ldots, t_{q} x\right) \sim\left\{\begin{array}{r}
\left(t_{2}, \ldots, t_{q}, \lambda(x)\right) \varepsilon I^{q-1} \times F D^{q-1} x \quad \text { if } t_{1}=0 \\
\left(t_{1}, \ldots, t_{j}, \ldots, t_{q, F D}{ }^{j-2} \mu_{q-j}(x)\right) \varepsilon I^{q-1} \times F^{q-1} X \\
\text { if } t_{j}=0 \\
\left(t_{1}, \ldots, t_{j-1}, F D^{j-1} h_{q-j}\left(t_{j+1}, \ldots, t_{q} x\right)\right) \varepsilon I^{j-1} \times F D \\
\text { if } t_{j}=1
\end{array}\right.
$$


The primary example of such a space is given by taking the D-functor to be ( $\mathrm{D}^{\mathrm{n}}, \mathrm{D}^{\mathrm{n}-1}{ }_{\mu}$ ).

The key technical detail needed for our generalization of the recognition theorem and our homotopy invariance theorem is presented here as

Theorem 2.3: Let ( $D Y, Y$ ) be retractile, $D$ come from an operad, and consider the $D$-functor $(D, \mu)$. Then $D \tilde{B}(D, D, X)=\tilde{B}\left(D^{2}, D, X\right)$.

Proof: We need the existence of a $\Sigma_{j}$-equivariant, $1-1$, onto map

$$
D(j) \times\left(\frac{\prod_{q}}{} I^{q} \times D^{q+1} X / \sim\right)^{j}+\frac{\prod_{n}}{n} \times\left(D(j) \times\left(D^{n+1} X\right)^{j}\right) / \sim
$$

for all j. May has proven such a theorem and has exhibited such a map for the strict $D$ case $[G$, Theorem 12.2 , $p .113$, and also p. 126]. This map is essentially defined by using the concept
of simplicial subdivision. The only difference between our required map and May's map is that his is defined on simplexes whereas ours must be defined on cubes. However, if one looks closely at the definition of $B(D, D, X)$ and thinks of cubes as "thickened" simplexes, the identifications in B (D, D,X) collapse these extra faces. Although these faces are not collapsed to points in general, they have lost their parameters from the cube. We thus describe the required map as follows: to map

$$
D(j) \times I^{q_{1}} \times D^{q_{1}+1} \times \times \ldots \times I^{q_{j}} \times D^{q_{j}+1} \times I^{\Sigma q_{i}} \times D(j) \times\left(D^{\Sigma q_{i}+1} \times\right)^{j},
$$

first calculate the map for simplexes. Here, it simplifies calculations if we define $\Delta n\left(R^{n}\right.$ to be $\left\{\left(t_{1}, \ldots, t_{n}\right) \varepsilon R^{n}\right.$ such that $0 \leq t_{i} \leq 1$ and $\left.t_{1} \leq \cdots \leq t_{n}\right\}$. It is necessary to subdivide the product $\Delta q_{1} \times \ldots x \Delta q_{j}$ to define the map. Then "thicken" the appropriate faces of each $\Delta q_{i}$ and obtain the cube $I^{\Sigma q_{i}}$ which contains $\Delta q_{1} \times \ldots \times \Delta q_{j}$ 。 Now subdivide the cube $I^{\Sigma q_{i}}$ in exactly the same manner that $\Delta q_{1} \times \ldots \times \Delta q_{j}$ was subdivided and use
exactly the same degeneracy maps on $D^{q_{1}+1} X \times \ldots \times D_{j}{ }^{+1} X \rightarrow\left(D_{i} q_{i}^{+1} X\right)$ that are used in the simplicial case. The equivalence relation in $\tilde{B}\left(D^{2}, D, X\right)$ will guarantee that our map is well-defined and continuous if we require our higher homotopies be relative homotopies with respect to the subspaces of $D^{q} X$ given by the various $\eta^{\prime} s: D^{q-1} X \rightarrow D^{q}$. Noting that each $D^{q_{X}}$ is an H-space and recalling the earlier comments about our category, we utilize Proposition 2.1 to guarantee that our higher homotopies behave properly on subspaces.

Corollary 2.4: $\tilde{B}(D, D, X)$ is a $D$-space.

Proof: We take for the $D$-structure map on $\bar{B}(D, D, X)$ the map $\tilde{B}\left(D^{2}, D, X\right)+\tilde{B}(D, D, X)$ induced by the natural transformation $\mu: D^{2} \rightarrow D$. We also denote this structure map by $\mu$.

It is perhaps instructive to examine a few examples of the procedure in 2.3:

Example 1: Let us map

$$
D(2) \times I \times D^{2} X \times I \times D^{2} X \rightarrow I^{2} \times D(2) \times D^{3} X \times D^{3} X
$$

by

$$
(d, s, x, t, y) \rightarrow \begin{cases}\left(s, \frac{t-s}{1-s}, d, D^{2} \eta(x), D \eta D(y)\right) & \text { if } s \leq t \\ \left(t, \frac{s-t}{1-t}, a, D \eta D(x), D^{2} \eta(y)\right) & \text { if } s \geq t\end{cases}
$$

It is clear that the coordinates of the cube in the range are just those of the thickened simplex; but for this thickening, the map is the same as in the strict $D$ case. The image of the point $(\mathbb{C}, 1, x, 1, y)$ is ( $\left.1, \frac{0}{0}, d, D^{2} \eta(x), \operatorname{DnD}(y)\right)$. since this point is equivalent to $\left(\alpha, D_{1}\left(\frac{0}{0}, D^{2} \eta(x)\right), D h_{1}\left(\frac{0}{0}, \operatorname{DnD}(y)\right)\right), \frac{0}{0}$ may be taken to be any $0 \leq t \leq 1$ if

$$
D h_{1}\left|D^{2} \eta\left(D^{2} X\right)=D h_{1}\right| D n D\left(D^{2} X\right)=D^{2} h_{0}
$$

for all $t$; this last equality always holds for $t=0,1$ and the assumption that ( $D Y, Y$ ) is retractile allows us to alter $\mathrm{Dh}_{1}$ for $0<t<1$ so that the equality holds for all $t$. This guarantees that the map is well-defined and continuous.

$$
D(2) \times I \times D^{2} X \times I^{2} \times D^{3} X \rightarrow I^{3} \times D(2) \times D^{4} X \times D^{4} X
$$

by

$$
A,(s, x),\left(t_{1}, t_{2}, y\right) \rightarrow\left\{\begin{array}{r}
\left(s, \frac{t_{1}-s}{1-s}, t_{2}, d, D^{3} \eta \circ D^{2} \eta(x), D \eta D^{2}(y)\right) \text { if } s \leq t_{1} \\
\left(t_{1}, \frac{s-t_{1}}{1-t_{1}}, \frac{t_{2}-s+t_{2}(1-s)}{1-s+t_{2}(1-s)}, d, D_{\eta}^{3} \circ D \eta D(x), D^{2} \eta D(y)\right) \\
\text { if } t_{1} \leq s \leq t_{2}+t_{1}\left(1-t_{2}\right) \\
\left(t_{1}, t_{2}, \frac{s-t_{2}-t_{1}\left(1-t_{2}\right)}{1-t_{2}-t_{1}\left(1-t_{2}\right)}, d, D^{2} \eta D \circ D \eta D(x), D^{3} \eta(y)\right) \\
\text { if } t_{2}+t_{1}\left(1-t_{2}\right) \leq s \leq 1 .
\end{array}\right.
$$

In this case our subdivision of $I^{3}$ consists of the three regions that look like

where the surface that the second and third regions have in common is defined by $s=t_{2}+t_{1}\left(1-t_{2}\right)$ 。This is again the generalization of the problem of subdividing $\Delta 1 \times \Delta 2$. Let us examine what occurs at the edge ( $1, x$ ) , ( $1, t_{2}, y$ ); we will ignore the factor $D(2)$ for the moment since it remains unchanged in these calculations. If we define $\frac{0}{0}=0$ and $\frac{t_{2}-1}{0}=t_{2}$, we have

$$
\begin{aligned}
(1, x),\left(1, t_{2}, y\right) & \rightarrow\left(1, \frac{0}{0}, t_{2}, D^{3} \eta^{\circ} D^{2} \eta(x), D n D^{2}(y)\right) \\
& \approx D h_{2}\left(\frac{0}{0}, t_{2}, D^{3} \eta \circ D^{2} \eta(x), D n D^{2}(y)\right) \\
& =D h_{1}\left(t_{2}, D h_{0}(x), y\right) \\
(1, x),\left(1, t_{2}, y\right) & \rightarrow\left(1, \frac{0}{0}, \frac{t_{2}-1}{0}, D^{3} \eta^{\circ} D \eta D(x), D^{2} \eta D(y)\right) \\
& \approx D h_{2}\left(\frac{0}{0}, \frac{t_{2}-1}{0}, D^{3} \eta \circ D_{\eta} D(x), D^{2} \eta D(y)\right) \\
& =D h_{1}\left(t_{2}, D h_{0}(x), y\right)
\end{aligned}
$$

and
$(1, x),\left(1, t_{2}, y\right) \rightarrow\left(1, t_{2}, \frac{0}{0}, D^{2} \eta D \circ D_{\eta} D(x), D^{3} \eta(y)\right)$
$\sim \mathrm{Dh}_{2}\left(\mathrm{t}_{2}, \frac{0}{0}, \mathrm{D}^{2} n \mathrm{D} \circ \mathrm{D} \eta \mathrm{D}(\mathrm{x}), \mathrm{D}^{3} \eta(\mathrm{y})\right)$
$=\mathrm{Dh}_{1}\left(\mathrm{t}_{2}, \mathrm{Bh}(\mathrm{x}), \mathrm{y}\right)$
if

$$
\mathrm{Dh}_{2}\left(s, t, \mathrm{D}^{3} \eta(y)\right)=\mathrm{Dh}_{1}(s, y)
$$

$$
\mathrm{Dh}_{2}\left(\mathrm{~s}, \mathrm{t}, \mathrm{Dn}^{2}(y)\right)=\mathrm{Dh}_{1}(\mathrm{t}, \mathrm{y})
$$

and

$$
\mathrm{Dh}_{2}\left(0, t, \mathrm{D}^{2} \eta \mathrm{D}(y)\right)=\mathrm{Bh}(t, y)
$$

Again, this will be true under our restriction that $D h_{2}$ be a homotopy relative to the subspace $D^{3} \eta\left(D^{3} X\right)$ union $D_{\eta} D^{2}\left(D^{3} X\right)$; the assumption that $(D X, X)$ be retractile guarantees this.

Notation: Throughout the remainder of this work, the strict D-space $\mathrm{B}(\mathrm{D}, \mathrm{D}, \mathrm{X})$ will be denoted by the symbol UX.

Proposition 2.5: Let ( $\mathrm{X},\left\{\mathrm{h}_{\mathrm{q}}\right\}$ ) be a strong homotopy D-space. Then $X$ is a deformation retract of $u x$.

Proof: Define a map i: $X \rightarrow$ UX by $i(x)=\eta(x) \varepsilon I^{\circ} \times D X C U X$. Now define a map $r: u X \rightarrow X$ by

$$
r\left(t_{1}, \ldots, t_{q}, y\right)=h_{q}\left(t_{1}, \ldots, t_{q}, y\right)
$$

To see that $r$ is well-defined, suppose that $t_{j}=0$. Then

$$
\begin{aligned}
r\left(t_{1}, \ldots, t_{q}, y\right) & =h_{q}\left(t_{1}, \ldots, t_{j}, \ldots, t_{q}, y\right) \\
& =h_{q-1}\left(t_{1}, \ldots, t_{j}, \ldots, t_{q}, D^{j-1} \mu_{q-j}(y)\right)
\end{aligned}
$$

by the properties of $h_{q}$.
But

$$
\left(t_{1}, \ldots, t_{q}, y\right) \sim\left(t_{1}, \ldots, \hat{t}_{j}, \ldots, t_{q}, D^{j-1} \mu_{q-j}(y)\right)
$$

$$
r\left(t_{1}, \ldots, \hat{t}_{j}, \ldots, t_{q}, D^{j-1} \mu_{q-j}(y)\right)=h_{q-1}\left(t_{1}, \ldots, \hat{t}_{j}, \ldots, t_{q}, D^{j-1} \mu_{q-j}(y)\right)
$$

again. Now suppose that $t_{j}=1$ 。 Then

$$
\begin{aligned}
r\left(t_{1}, \ldots, t_{q}, y\right) & =h_{q}\left(t_{1}, \ldots, t_{q}, y\right) \\
& =h_{j-1}\left(t_{1}, \ldots, t_{j-1}, D^{j^{h_{q-j}}}\left(t_{j+1}, \ldots, t_{q},(y)\right) .\right.
\end{aligned}
$$

On the other hand, since

$$
\begin{gathered}
\left(t_{1}, \ldots, t_{q}, y\right) \sim\left(t_{1}, \ldots, t_{j-1}, D^{j} h_{q-j}\left(t_{j+1}, \ldots, t_{q}, y\right)\right) \varepsilon I^{j-1} \times D^{j} X_{r} \\
r\left(t_{1}, \ldots, t_{j-1}, D^{j} h_{q-j}\left(t_{j+1}, \ldots, t_{q}, y\right)\right) \\
=h_{j-1}\left(t_{1}, \ldots, t_{j-1}, D^{j_{h}}{ }_{q-j}\left(t_{j+1}, \ldots, t_{q}, y\right)\right)
\end{gathered}
$$

again. Thus $r$ is indeed well-defined. We also have that $r \circ i=i d_{x}$ since

$$
r \circ i(x)=r(n(x))=h_{0}(\eta(x))=x
$$

To show that ior is homotopic to the identity of UX, define a homotopy

$$
F: I \times U X+U X
$$

by

$$
F\left(s, t_{1}, \ldots, t_{q}, y\right)=\left(s, t_{1}, \ldots, t_{q}, \eta_{q+1}(y)\right) \varepsilon I^{q+1} \times D^{q+2} x
$$

where $\left(s, t_{1}, \ldots, t_{q}, y\right) \in I \times I^{q} \times D^{q+1} X$ and $\eta_{q+1}={ }_{n D^{q+1}}$ 。To see that $F$ is well-defined, first let $t_{j}=0$. Then

$$
\left(s, t_{1}, \ldots, t_{q}, y\right) \sim\left(s, t_{1}, \ldots, \hat{t}_{j}, \ldots, t_{q},{ }^{j-1} \mu_{q-j}(y)\right)
$$

and
*) $F\left(s, t_{1}, \ldots, t_{q} y\right)=\left(s, t_{1}, \ldots, t_{q}, n_{q+1}(y)\right)$

$$
\sim\left(s, t_{1}, \ldots, \hat{t}_{j}, \ldots, t_{q}, D^{j_{\mu-j+1}}{ }^{\circ} \eta_{q+1}(y)\right)
$$

Also,

$$
\begin{aligned}
& \text { **) } \quad F\left(s, t_{1}, \ldots, \hat{t}_{j}, \ldots, t_{q}, D^{j-I_{\mu^{\prime}}}(y)\right) \\
& =\left(s, t_{1}, \ldots, \hat{t}_{j}, \ldots, t_{q}, \eta_{q} D^{j-I_{\mu}}{ }_{q-j}(y)\right) .
\end{aligned}
$$

The equality of the two points on the right hand side of *) and **) follows from the equality $D^{j} \mu_{q-j+1}{ }^{\circ} \eta_{q+1}=\eta_{q} D^{j-1} \mu_{q-j}$ which is a consequence of the naturality of $n$. on the other hand, if $t_{j}=1$,

$$
\left(s, t_{1}, \ldots, t_{q}, y\right) \approx\left(s, t_{1}, \ldots, t_{j-1}, D^{j} h_{q-j}\left(t_{j+1}, \ldots, t_{q}, y\right)\right)
$$

## and we have

*) $F\left(s, t_{1} \ldots, t_{q}, y\right)=\left(s, t_{1}, \ldots 0, t_{q}, n_{q+1}(y).\right)$

$$
n\left(s, t_{1}, \ldots 0, t_{j-1}, D^{j+1_{h}}{ }_{q-j}\left(t_{j+1}, \ldots, t_{q}, n_{q+1}(y)\right)\right.
$$

and

$$
\text { **) } \quad F\left(s, t_{1}, \ldots, t_{j-1}, D^{j} h_{q-j}\left(t_{j+1}, \ldots, t_{q}, y\right)\right)
$$

$$
=\left(s, t_{1}, \ldots, t_{j-1}, n_{j+1}{ }^{\circ} j_{h_{q-j}}\left(t_{j+1}, \ldots, t_{q}, y\right)\right)
$$

Again, equality of the right hand sides of *) and **) follows from the naturality of $\eta_{0}$. Thus $F$ is well-defined.

When $s=0$, we have

$$
\begin{aligned}
F\left(0, t_{1}, \ldots, t_{q}, y\right) & =\left(0, t_{1}, \ldots, t_{q}, n_{q+1}(y)\right) \\
& \sim\left(t_{1}, \ldots, t_{q}, \mu_{q+1} n_{q+1}(y)\right) \\
& =\left(t_{1}, \ldots, t_{q}, y\right) .
\end{aligned}
$$

Thus $F \mid\{0\} \times U X=$ identity on $U X$. When $s=1$, we have

$$
\begin{aligned}
F\left(1, t_{1}, \ldots, t_{q}, y\right) & =\left(1, t_{1}, \ldots, t_{q}, \eta_{q+1}(y)\right) \\
& \approx \operatorname{Dh}_{q}\left(t_{1}, \ldots, t_{q}, \eta_{q+1}(y)\right) \\
& =n_{0} \circ h_{q}\left(t_{1}, \ldots, t_{q}, y\right) \\
& =\operatorname{ier}\left(t_{1}, \ldots, t_{q}, y\right)
\end{aligned}
$$

Thus $F \mid\{1\} \times U X=$ ior and we are done。

Proposition 2.6: Let $(X, \xi)$ be a D-space. Then $Y$ : $(U X, \mu) \rightarrow(X, \xi)$ is a D-map.

Proof: $r: I^{n} \times D^{n+1} X \rightarrow X$ is the constant homotopy which we may take to be the map $\xi^{\circ}{ }^{\circ} \xi^{\circ} \ldots \rho^{n} \xi$. To show that $r$ is a $D$-map, it
suffices to show that the diagram

commutes. This is clear since rodr $=\xi \circ D \xi \circ \ldots \circ D^{n+1}{ }_{\xi}$
$=\xi \circ D \xi \circ \ldots \circ D^{n} \xi \circ \mu_{n}=r \circ \mu_{n}$ since $(X, \xi)$ is a $D$-space.

Remarks: 1) We denote the category of $D$-spaces and $D$-maps by $B[T]$ : We then have that $U$ is a functor from $D[T]$ to itself. If $f: X \rightarrow Y$ is a $B$-map we define $U(\hat{I}): U X \rightarrow U Y$ by

$$
U(f)\left(t_{1}, \ldots, t_{q}, z\right)=\left(t_{1}, \ldots, t_{q}, D^{q+1} f(z)\right)
$$

where $z \in D^{q+1} X$. That $U(f)$ is well-defined follows from the facts that $f$ is a $D$-map and that $\mu$ is a natural transformation. The naturality of $\mu$ is also used to see that $U(f)$ is a D-map. That $U$ respects composition and the identity map is obvious. 2) The retraction $r: U X \rightarrow X$ is a natural transformation $U \rightarrow I$ in $D[T]$. This is easily verified by utilizing the fact that morphisms in $D[T]$ are $D$-maps.

The recognition principles for $n$-fold and infinite loop spaces developed in [G,G', and R] now generalize directly to S.h.D-spaces $X$ over appropriate monads $D$. We need only apply the D -space recognition principles to $\mathrm{UX}=\tilde{B}(\mathrm{D}, \mathrm{D}, \mathrm{X})$ 。 When X is a D-space, r: UX $\rightarrow X$ is a D-map and a homotopy equivalence, hence the uniqueness results in [G] and [G'] for the de-loopings of

D-spaces apply to show that the de-loopings of $X$ regarded as a D-space and of $X$ regarded as an s.h.D-space are equivalent. In particular this remark applies to show that the de-loopings of UX and of UUX are equivalent for an soh.D-space $X$. We alse note that for the relevant monads, $H_{*} D Y$ is known as a functor of $H_{*} Y$ and the pair ( $D Y, Y$ ) is always retractile.

It is quite difficult to construct a category with Soh.D-spaces as objects. One would certainly expect a morphism in such a category to preserve the higher homotopy structures of both the domain and range spaces at least up to compatible higher homotopies. There are thus three types of homotopies to be remembered for such a map. Moreover, even after such maps are defined, composition of them is awkward since one must glue together the structure homotopies of each to define the higher homotopies of the composite; such a procedure is of course well-defined only up to homotopy. Associativity of such a composition presents even more difficulties.

We are able to bypass the above problems with the following definition.

Definition 3.1: Let $X$ and $Y$ be $\operatorname{s.h} \cdot D-s p a c e s$. An SHD-map $X \rightarrow Y$ is a D-map $g: U X \rightarrow U Y$. (Such a map may be thought of as the underlying map $\bar{g}=$ rogon $: X \rightarrow Y$, where $r: U Y \rightarrow Y$ is the retraction and $\eta: X \rightarrow U X$ is the inclusion as defined in Proposition 2.5 together with the additional information that $g$ is a D-map.) We say that $g$ represents $\bar{g}$ as an SHD-map.

Composition of SHD-maps is just composition of the representing D-maps and we have a category SHD [T] whose objects are s.h.D-spaces and morphisms are SHD-maps. We say that two SHD-maps are homotopic if the corresponding $D-m a p s$ UX $\rightarrow$ UY are homotopic through D-maps. Thus we may define

$$
[X, Y]_{S H D}=[U X, U Y]_{D}
$$

where [ e $]$ means homotopy classes of maps and the subscript refers to the appropriate category. It is obvious that with these definitions $U$ is a fully faithful functor hSHD[T] $\rightarrow$ hD[T] where $h$ preceding a symbol denoting a category means take as morphisms homotopy classes of the morphisms in that category. Hence hSHD[T] is equivalent to the full subcategory of $h D[T]$ with objects all UX.

Of course, with this definition, appropriate de-loopability of SHD-maps between S.h.D-spaces is automatic from the naturality on $D$-maps of the constructions of [G] and [G"]. It is also clear that the de-loopings of sirict $D$-maps and of strict $D$-maps regarded via $U$ as SHD-maps are consistent. Thus with Definition 3.1 the generalization of the recognition principles for iterated loop spaces is complete.

At this point the analysis of homotopy invariance in SHD [T] begins. We are confronted with the problem of constructing SHD-maps from data that arise in nature, such as a homotopy equivalence $X \rightarrow Y$ when $Y$ is an $S_{0} h_{0} D$-space. As Definition 3.1 is impractical for such a procedure, we complece this section with a direct homotopical definition of s.h.D-maps $X \rightarrow Y$ when either $X$ or $Y$ is a $D$-space and of a homotopy between two such maps when the range space is a strict D-space. In the next two sections we prove that ceriain maps in and out of the D-spaces UX are s.h.D-maps and analyze the relaitionship between the notions of $s_{0} h_{0} D-m a p s$ and of SHD-maps. This analysis will allow us to reduce the proof of the homotopy invariance theorems on the SHD-map level to certain geometrical homotopy invariance
theorems concerning s.h.D-maps between D-spaces. The latter results occupy the last three sections of this work. A geometrical alternative to Definition 3.1 is presented in the appendix.

Definition 3.2: Let ( $X,\left\{\xi_{n}\right\}$ ) be an s.h.D-space and ( $Y, \phi$ ) a D-space. Then $f: X \rightarrow Y$ is said to be an s.h.D-map if there exists a collection of homotopies $\left\{f_{n}\right\}$ with

$$
f_{n}: I^{n} \times D^{n} X+Y
$$

satisfying


As it frequently occurs, if the domain space $X$ happens to be a strict $D$-space, we use this as the definition of an s.h.D-map between two $D$-spaces where the $\xi_{n}$ are constant homotopies.

The notion of a homotopy between such maps may also be defined.

Definition 3.3: Let $\left\{f_{n}\right\}$ and $\left\{g_{n}\right\}$ be $S . h . D-m a p s$ from an $s . h . B-s p a c e$ $\left(X,\left\{\xi_{n}\right\}\right)$ to a D-space $(Y, \phi)$. Then a homotopy between $\left\{f_{n}\right\}$ and $\left\{g_{n}\right\}$ is a collection of maps

$$
h_{n}: I^{n+1} \times D^{n} X \rightarrow Y
$$

satisfying

$$
h_{n}\left(t_{1}, \ldots, t_{n+1}, z\right)=\left\{\begin{array}{l}
f_{n}\left(t_{2}, \ldots, t_{n+1}, z\right) \text { if } t_{1}=0 \\
g_{n}\left(t_{2}, \ldots, t_{n+1}, z\right) \text { if } t_{1}=1 \\
\phi 0 D h_{n-1}\left(t_{1}, t_{3}, \ldots, t_{n+1}, z\right) \text { if } t_{2}=0 \\
h_{0} 0 \xi_{n-1}\left(t_{1}, t_{3}, \ldots, t_{n+1}, z\right) \text { if } t_{2}=1 \\
h_{n-1}\left(t_{1}, \ldots, \hat{t}_{j}, \ldots, t_{n+1}, D^{j-2} \mu_{n-j}(z)\right) \text { if } t_{j+1}=0 \\
h_{j-1}\left(t_{1}, \ldots, t_{j}, D^{j-1} \xi_{n-j}\left(t_{j+2}, \ldots, t_{n+1}, z\right)\right) \\
\text { if } t_{j+1}=1 .
\end{array}\right.
$$

Note that $\left\{h_{n} \mid t_{1}=c\right\}$ is an $s . h_{0} D-m a p$ from $\left(X,\left\{\xi_{n}\right\}\right)$ to $(Y, \phi)$ in the sense of Definition 3.2 for each $0 \leq c \leq 1$. Moreover, with this definition, it is clear that homotopy is an equivalence relation between $s_{0} h_{0} D-m a p ' s X \rightarrow Y$. Again, if the domain space $X$ is a strict $D$-space, we use the above as the definition of a homotopy between s.h.D-maps from one D-space to another by taking the structure homotopies $\xi_{\mathrm{n}}$ to be constant.

We shall also utilize one more type of $\mathrm{s}_{\mathrm{o}} \mathrm{h}_{\mathrm{o}} \mathrm{D}-\mathrm{map}$.

Definition 3.4: Let $(X, \xi)$ be a D-space and ( $Y,\left\{\phi_{n}\right\}$ ) an s.h.D-space. Then $f: X \rightarrow Y$ is said to be an $s . h . D-m a p$ if there exists a collection of homotopies $\left\{f_{n}\right\}$ with

$$
f_{n}: I^{n} \times D^{n} X \rightarrow Y
$$

satisfying

We do not require the definition of a homotopy between such maps.

It is profitable to discuss the motivation for the above definitions to see exactly what these higher homotopies are doing. Let us examine Definition 3.4. Here, we have ( $X, \xi$ ) a D-space, $\left(Y,\left\{\phi_{n}\right\}\right)$ an $s, h_{0} D-$ space, and $f: X \rightarrow Y$ a map. For $f$ to preserve the monad structure on the spaces, we require at a minimum that the diagram

commute up to homotopy; $i_{0} e_{0}$, we want a homotopy $f_{1}: I \times D X+Y$ such that $f_{1} \mid 0=f o g$ and $f_{1} \mid 1=\phi \Rightarrow D f$ 。 In addition we want to require that the diagram

commute up to homotopy. This diagram provides us with a map

$$
f_{2}: I^{2} \times D^{2} Y+X
$$

which says that the maps determined by the endpoints of $\phi_{1}$ and $\xi_{1}$ are homotopic. For $f_{2}$ to be compatible with $f_{1}$ and $f$, we need to examine the diagrams

and


They imply that $f_{2}$ is not naturally defined on $I^{2}$ but rather is defined on a pentagonal subset of the plane:


Since the edge $f \circ \xi_{1}$ is a constant map, we may collapse it to a point to parametrize $f_{2}$ by $I^{2}$ as in Definition 3.4. By examining each desired homotopy commutative diagram

stuđying compatibility conditions, and collapsing constant faces, we arrive at Definition 3.4.
4. Examples of Strong Homotopy Maps

Various maps associated with Construction 2.2 are shown to be s.h.D-maps and a technical reparametrization lemma is proven.

Explicitly we have
Theorem 4.1: If $\left(X,\left\{\xi_{n}\right\}\right)$ is an s.h.D-space, then the inclusion $n: X \rightarrow U X$ and the retraction $r: U X \rightarrow X$ are s.h.D-maps.
proof: An s.h.D-structure is defined for the inclusion $\eta: X \rightarrow U X$ by

$$
n_{n}: I^{n} \times D^{n} x \rightarrow U X
$$

where

$$
\eta_{n}\left(t_{1}, \ldots, t_{n}, z\right)=\left(t_{1}, \ldots, t_{n}, n D^{n}(z)\right)
$$

Recall that $n D^{n}$ is the natural transformation $n: D^{n} \rightarrow D D^{n}$. We verify the conditions set out in Definition 3.2:

If $t_{1}=0$,

$$
\begin{aligned}
n_{n}\left(t_{1}, \ldots, t_{n}, z\right) & =\left(0, t_{2}, \ldots, t_{n}, n D^{n}(z)\right) \\
& \approx\left(t_{2}, \ldots, t_{n}, \mu D^{n-1} \circ \eta D^{n}(z)\right) \text { by } 2.2 \\
& =\left(t_{2}, \ldots, t_{n}, \mu D^{n-1} \circ D n D^{n-1}(z)\right) \text { since } D \text { is a monad } \\
& =\mu D^{n-1} \circ D n_{n-1}\left(t_{2}, \ldots, t_{n^{\prime}} z\right)
\end{aligned}
$$

If $t_{j}=0$,

$$
\begin{aligned}
n_{n}\left(t_{1}, \ldots, t_{n}, z\right) & =\left(t_{1}, \ldots, t_{n}, n^{n}(z)\right) \\
& \sim\left(t_{1}, \ldots, \hat{t}_{j}, \ldots, t_{n}, D^{j-1}{ }_{\left.\mu D^{n-j} \circ n D^{n}(z)\right)}\right. \\
& =n_{n-1} \circ D^{j-2}{ }_{\mu D^{n-j}}\left(t_{1}, \ldots, \hat{t}_{j}, \ldots, t_{n}, z\right)
\end{aligned}
$$

since $n$ is natural.

If $t_{1}=1$,

$$
\begin{aligned}
n_{n}\left(t_{1}, \ldots, t_{n}, z\right) & =\left(1, t_{2}, \ldots, t_{n}, n D^{n}(z)\right) \\
& \sim D \xi_{n-1}\left(t_{2}, \ldots, t_{n}, n^{n}(z)\right) \\
& =n^{n} \xi_{n-1}\left(t_{2}, \ldots, t_{n^{\prime}} z\right) \quad \text { since } n \text { is natural. }
\end{aligned}
$$

Finally, if $t_{j}=1$,

$$
\begin{aligned}
n_{n}\left(t_{1}, \ldots, t_{n}, z\right) & =\left(t_{1}, \ldots, t_{n}, \eta^{n}(z)\right) \\
& \approx\left(t_{1}, \ldots, t_{j-1}, D^{j} \xi_{n-j}\left(t_{j+1}, \ldots, t_{n}, \eta^{n}(z)\right)\right) \\
& ={ }_{n^{1}}{ }^{j-1}\left(t_{1}, \ldots, t_{j-1}, D^{j-1} \xi_{n-j}\left(t_{j+1}, \ldots, t_{n}, z\right)\right)
\end{aligned}
$$

again since $\eta$ is natural.
To see that the retraction $r: U X \rightarrow X$ is an s.h.B-map we
define

$$
r_{n}: I^{n} \times D^{n} U X+X
$$

$$
r_{n}\left(t_{1}, \ldots, t_{n}, z\right)=\xi_{q+n}\left(t_{1}, \ldots, t_{n}, s_{1}, \ldots, s_{q}, y\right)
$$

where

$$
z=\left(s_{1}, \ldots, s_{q}, y\right) \varepsilon I^{q} \times D^{q+n+1} X
$$

In this definition, we utilize the fact that $D^{n} U X=B\left(D^{n+1}, D, X\right)$. We now verify the compatibility requirements of Definition 3.4.

First suppose that $t_{n}=0$. Then

$$
\begin{aligned}
r_{n}\left(t_{1}, \ldots, t_{n-1}, 0, z\right) & =\xi_{q+n}\left(t_{1}, \ldots, t_{n-1}, 0, s_{1}, \ldots, s_{q}, y\right) \\
& =\xi_{q+n-1}\left(t_{1}, \ldots, t_{n-1}, s_{1}, \ldots, s_{q}, D^{n-1}{ }_{\mu_{q}}(y)\right) \\
& =r_{n-1}\left(t_{1}, \ldots, t_{n-1}, D^{n-1} \mu_{q}(z)\right) .
\end{aligned}
$$

If $t_{j}=0$, we have

$$
\begin{aligned}
& r_{n}\left(t_{1}, \ldots, t_{n}, z\right)=\xi_{q+n}\left(t_{1}, \ldots, t_{n}, s_{1}, \ldots, s_{q}, y\right) \\
& =\xi_{q+n-1}\left(t_{1}, \ldots, \hat{t}_{j}, \ldots, t_{n}, s_{1}, \ldots, s_{q}, D^{j-1} \mu_{q+n-j}(y)\right) \\
& =\xi_{q+n-1}\left(t_{1}, \ldots, \hat{t}_{j}, \ldots, t_{n}, s_{1}, \ldots, s_{q}, D^{j-1} \mu_{n-j-1} D^{q+1}(y) .\right. \\
& =r_{n-1}\left(t_{1}, \ldots, \hat{t}_{j}, \ldots, t_{n^{\prime}} D^{j-1} \mu_{n-j-1}(z)\right) .
\end{aligned}
$$

On the other hand, if $t_{n}=1$, we have

$$
\begin{aligned}
r_{n}\left(t_{1}, \ldots, t_{n}, z\right) & =\xi_{q+n}\left(t_{1}, \ldots, 1, s_{1}, \ldots, s_{q}, y\right) \\
& =\xi_{n-1}\left(t_{1}, \ldots, t_{n-1}, D^{n} \xi_{q}\left(s_{1}, \ldots, s_{q}, y\right)\right) \\
& =\xi_{n-1}\left(t_{1}, \ldots, t_{n-1}, D^{n} r(z)\right)
\end{aligned}
$$

Finally, if $t_{j}=1$, we have

$$
\begin{aligned}
r_{n}\left(t_{1}, \ldots, t_{n}, z\right) & =\xi_{q+n}\left(t_{1}, \ldots, t_{n}, s_{1}, \ldots, s_{q}, y\right) \\
& =\xi_{j-1}\left(t_{1}, \ldots, t_{j-1}, D^{j_{\xi}}{ }_{q-j+n}\left(t_{j+1}, \ldots, t_{n}, s_{1}, \ldots, s_{q}, y\right)\right) \\
& =\xi_{j-1}\left(t_{1}, \ldots, t_{j-1}, D^{j_{r}} r_{n-j}\left(t_{j+1}, \ldots, t_{n}, z\right)\right)
\end{aligned}
$$

One must also check that each $r_{n}$ is well-defined; however, this is a straightforward consequence of the fact that $D^{n_{U X}}$ is constructed by means of the identities in the definition of an s.h.D-space and its proof is similar to that of Proposition 2.5.

Another useful soh.D-map is given in

Theorem 4.2: Let $\left\{f_{n}\right\}:\left(X,\left\{\xi_{n}\right\}\right) \rightarrow\left(Y,\left\{\phi_{n}\right\}\right)$ be an s.h.D-map where either $\left(X,\left\{\xi_{n}\right\}\right)$ or $\left(Y_{p}\left\{\phi_{n}\right\}\right)$ is a D-space (so that the $\xi_{n}$ or $\phi_{n}$ are constant homotopies). Then the composition $\eta^{\circ} f: X \rightarrow U Y$ is an s.h.D-map.

Proof: By reparametrizing $f_{n}$, we define a map $f_{n}^{\prime}: I^{n} \times D^{n} X \rightarrow Y$ such that

$$
f_{n}^{\prime}\left(t_{1}, \ldots, t_{n}, z\right)=\left\{\begin{array}{l}
f_{n-1}\left(t_{2}, \ldots, t_{n}, z\right) \quad \text { if } t_{1}=1 \\
f_{j-1}\left(t_{1}, \ldots, t_{j-1}, D^{j-1} \xi_{n-j}\left(t_{j+1}, \ldots, t_{n}, z\right)\right) \text { if } t_{j}=1 \\
f_{n-1}\left(t_{1}, \ldots, t_{j}, \ldots, t_{n}, D^{j-2} \mu_{n-j}(z)\right) \quad \text { if } t_{j}=0 \\
\left\{\phi_{i-1} \circ D^{\left.i_{f_{n-i}}^{\prime}\left(2 t_{2}, \ldots, 2 t_{i}, 2 t_{i+1}-1, t_{i+2}, \ldots, t_{n}, z\right)\right\}}\right. \\
\text { where } t_{1}, \ldots, t_{i} \leq \frac{1}{2}, t_{i+1} \geq \frac{1}{2}, i=1, \ldots, n \\
\text { if } t_{1}=0 .
\end{array}\right.
$$

We do not give an explicit formula for $f_{n}^{\prime}$ on the interior of $I^{n}$ since we have merely deformed the boundary formulas for $f_{n}$; the existence of $f_{n}$ thus implies that of $f_{n}^{\prime}$. Examination of the case $n=2$ may clarify this. Here, depending on whether $X$ or $Y$ is a $D$-space, $f_{2}$ is given by

and $f_{2}^{\prime}$ is given by


Now define a collection of homotopies

$$
g_{n}: I^{n} \times D^{n} X \rightarrow U Y
$$

by

$$
g_{n}\left(t_{1}, \ldots, t_{n}\right)=\left\{n_{i} \circ D^{i_{f_{n-i}}}\left(2 t_{1}, \ldots, 2 t_{i}, 2 t_{i+1}-1, t_{i+2}, \ldots, t_{n}\right)\right\}
$$

where $t_{1}, \ldots, t_{i} \leq \frac{1}{2}, t_{i+1} \geq \frac{1}{2}, i=0, \ldots, n$ ．This amounts to taking the cube defined by $f_{n}$ and glueing to its reparametrized $t_{1}=0$ face $n$ other $n$－cubes．Note that we evaluate $g_{n}$ by applying $\eta_{i}$ ，to the first $i$ coordinates and $D^{i_{f}^{\prime}}{ }_{n-i}$ to the others． The coordinate $\mathrm{D}^{\mathrm{n}} \mathrm{X}$ is omitted in these calculations．

To see that it makes sense to do this glueing，if $t_{1}=\frac{1}{2}$ we have

$$
\begin{aligned}
& g_{n}=\left\{\eta_{i} \circ D^{i_{f} f_{n-i}^{\prime}}\left(1,2 t_{2}, \ldots, 2 t_{i}, 2 t_{i+1}-1, t_{i+2}, \ldots, t_{n}\right)\right\} \\
& \text { with } i \geq 1
\end{aligned}
$$

$$
=\left\{n \circ \phi_{i-1} \cdot D^{i_{f_{n-i}}}\left(2 t_{2}, \ldots, t_{n}\right)\right\}
$$

by the definition of the first coordinate equal to 1 face of $\eta_{i}$ ． On the other hand if $i=0$ ，we have

$$
\begin{aligned}
g_{n} & =\left\{\eta \circ f_{n} \prime\left(0, t_{2}, \ldots \circ, t_{n}\right)\right\} \\
& =\left\{\eta \circ \phi_{i-1} \circ D^{i_{f}} f_{n-i}\left(2 t_{2}, \ldots, t_{n}\right)\right\}
\end{aligned}
$$

We thus have agreement when $t_{1}=\frac{1}{2}$ 。

To see that it makes sense to glue together the n－cubes that are defined when $t_{1} \leq \frac{1}{2}$ ，we have to consider the case when $t_{j} \doteq \frac{1}{2}$ where $j \leq i+1$ 。 If $j<i+1$ ，we have
$g_{n}=\left\{n_{i} \circ D^{i_{f}}{ }_{n-i}\left(2 t_{1}, \ldots, 1, \ldots, 2 t_{i+1}-1, t_{i+2}, \ldots, t_{n}\right)\right\}$
$=\left\{\eta_{j-1} \circ D^{j-1} \dot{\phi}_{i-j} \circ D^{i_{f_{n-i}}^{\prime}}\left(2 t_{1}, \ldots 0,2 t_{j-1}, 2 t_{j+1}, \ldots, 2 t_{i}, 2 t_{i+1}-1, \ldots t_{n}\right)\right\}$
by the definition of the s．h．D－relation on $\eta$ 。 If $j=i+1$ ，

$$
\begin{aligned}
g_{n} & =\left\{\eta_{i} \circ D_{f_{n-i}}\left(2 t_{1}, \ldots 0,2 t_{i}, 0, t_{i+2}, \ldots o t_{n}\right)\right\} \\
& =\left\{\eta_{i} \circ D^{i} \phi_{k-1} \circ D^{i+k_{f}}{ }_{n-i-k+1}\right\}
\end{aligned}
$$

with $k=0, \ldots, n-j-1$ ．We re－index by letting $i=j+k+1$ and get

$$
g_{n}=\left\{n_{j-1} \circ D^{j-1_{\phi_{i-j}}}{ }^{\circ D^{i_{f}}{ }_{n-i}}\right\}
$$

and thus have agreement．
It remains to show that $\left\{g_{n}\right\}$ as defined satisfies Definition 3．2．If $t_{1}=0$ 。

$$
\begin{aligned}
g_{n}\left(0, t_{2}, \ldots, t_{n}\right)= & \left\{\eta_{i} \circ D^{i_{f}}{ }_{n-i}\left(0, \ldots, 2 t_{i}, 2 t_{i+1}-1, \ldots, t_{n}\right)\right\} \\
= & \left\{\mu \circ D \eta_{i-1} \circ D^{i_{f_{n-i}}^{\prime}}\left(2 t_{2}, \ldots, 2 t_{i}, 2 t_{i+1}-1, \ldots, t_{n}\right)\right\} \\
= & \left\{\mu \circ D\left(n_{i-1} \circ D^{i-1_{f_{n-i}}^{0}}\right)\left(2 t_{2} \ldots \ldots, t_{n}\right)\right\} \\
= & \left\{\mu \circ D\left(n_{k} \circ D^{k} f_{n-1-k}^{\prime}\right)\right\} \\
& \quad \text { if we re-index by } k=i-1, k=0, \ldots, n-1 \\
= & \mu^{\circ} D g_{n-1} .
\end{aligned}
$$

If $t_{1}=1$,

$$
\begin{aligned}
g_{n}\left(1, t_{2}, \ldots \circ t_{n}\right) & =\eta \circ f_{n}^{s}\left\{1, t_{2}, \ldots, t_{n}\right) \\
& =n \circ f \circ \xi_{n-1} \\
& =g \circ \xi_{n-1} .
\end{aligned}
$$

If $t_{j}=0$, we have two cases:
Case 1: $j \leq i$. Then
$g_{n}\left(t_{1}, \ldots, 0, \ldots, t_{i}, \ldots, t_{n}\right)$
$=\left\{n_{i-1} \circ D^{j-2} \mu_{i-j} \circ D^{i} \dot{f}_{n-i}^{q}\left(\ldots .2 \hat{t}_{j} \ldots\right)\right\}$
$=\left\{\eta_{i-1} \circ D^{i-1} f_{n-i} \circ D^{j-2}{ }_{n-j}\left(\ldots 2 f_{j \circ \circ}\right)\right\}$
by the naturality of $\mu$
$=\left\{n_{k}{ }^{\circ} D^{k} f_{n-1-k}^{0}{ }^{\circ} D^{j-2} \mu_{n-j}\right\}$
if we re-index via $k=i-1, k=0, \ldots, n-1$

$$
=g_{n-1} \circ D^{j-2}{ }_{n-j}
$$

Case 2: $j>i$. Let $j=i+k$ where $k=1, \ldots ., n-i$. $\quad$ Then
$g_{n}=\left\{\eta_{i} \circ D^{i}\left(f_{n-i-1}^{n} \circ D^{k-2} \mu_{n-i-k}\right)\right\}$ by the $s . h_{\circ} D$-property of $f$
$=\left\{\eta_{i} \circ D^{i} f_{n-i-1} \circ D^{i+k-2} \mu_{n-i-k}\right\}$
$=\left\{\eta_{i} \circ D^{i} f_{n-i-1}^{\prime} \circ D^{j-2} \mu_{n-j}\right\}, i=0, \ldots \ldots n-1$
$=g_{n-1} \circ D^{j-2} \mu_{n-j}$

Finally, if $t_{j}=1$, we have that $j \geq i+1$ and

$$
\begin{aligned}
g_{n} & =\left\{\eta_{i} \circ D^{i} f_{k-1} \circ D^{i+k-1} \xi_{n-i-k}\right\} \text { where } j=i+k, k=1, \ldots, n-i \\
& =\left\{\eta_{i} \circ D^{i} f_{k-1}^{\prime} \circ D^{j-1} \xi_{n-j}\right\} \\
& =\left\{\eta_{i} \circ D^{i} f_{j-i-1} \circ D^{j-1} \xi_{n-j}\right\}, i=0, \ldots, j-1 \\
& =g_{j-1} \circ D^{j-1} \xi_{n-j} .
\end{aligned}
$$

We complete this section with the following technical reparametrization lemma。

Lemma 4.3: Let $\left\{\mathrm{f}_{\mathrm{n}}\right\}:\left(\mathrm{X},\left\{\xi_{\mathrm{n}}\right\}\right) \rightarrow\left(\mathrm{Y},\left\{\phi_{\mathrm{n}}\right\}\right)$ be an $\mathrm{s} . \mathrm{h}_{\mathrm{o}} \mathrm{D}$-map where ( $Y,\left\{\phi_{n}\right\}$ ) is a D-space. Then there is an s.h.D-map $\left\{\hat{f}_{n}\right\}:\left(X,\left\{\xi_{n}\right\}\right) \rightarrow\left(Y,\left\{\phi_{n}\right\}\right)$ which is homotopic to $\left\{f_{n}\right\}$ via an s.h.D-homotopy and satisfies $\hat{\mathrm{f}}_{\mathrm{o}}=\mathrm{f}_{\mathrm{o}}$ and

$$
\hat{f}_{1}= \begin{cases}\phi \circ D f & \text { if } t \leq \frac{1}{2} \\ f_{1}(2 t-1) & \text { if } t \geq \frac{1}{2}\end{cases}
$$

Proof: First construct $\left\{f_{n}^{\prime}\right\}$ as specified in the beginning of the previous proof. Let us define

$$
\hat{f}_{n}: I^{n} \times D^{n} X \rightarrow Y
$$

by

$$
\hat{f}_{n}\left(t_{1}, \ldots, t_{n}^{\prime} z\right)= \begin{cases}f_{n}^{\prime}\left(2 t_{1}-1, t_{2}, \ldots, t_{n}\right) & \text { if } t_{1} \geq \frac{1}{2} \\ f_{n}^{\prime}\left(0, t_{2}, \ldots, t_{n}\right) & \text { if } t_{1} \leq \frac{1}{2}\end{cases}
$$

To see that $\left\{\hat{f}_{n}\right\}$ is an s.h.D-map, we first assume that $t_{1}=0$ :

$$
\begin{aligned}
\hat{f}_{n}\left(0, t_{2}, \ldots, t_{n}\right)= & f_{n}^{\prime}\left(0, t_{2}, \ldots, t_{n}\right) \\
= & \left\{\phi_{i-1} \circ D^{i_{f}} f_{n-i}^{\prime}\left(2 t_{2}, \ldots, 2 t_{i}, 2 t_{i+1}-1, \ldots, t_{n}\right)\right\} \\
& \quad \text { with } t_{1}, \ldots, t_{i} \leq \frac{1}{2}, t_{i+1} \geq \frac{1}{2}, i=1, \ldots, n ;
\end{aligned}
$$

but this last map is equal to

$$
\phi \circ D f_{n-1}^{\prime}\left(2 t_{2}-1, t_{3}, \ldots, t_{n}\right) \text { if } t_{2} \geq \frac{1}{2}
$$

and

$$
\begin{gathered}
\left\{\phi_{i-1} \circ D^{i_{f_{n-i}}^{\prime}}\left(2 t_{2}, 2 t_{3}, \ldots, 2 t_{i}, 2 t_{i+1}-1, \ldots, t_{n}\right)\right\} \\
i=2, \ldots, n, \text { if } t_{2} \leq \frac{1}{2} \\
=\left\{\phi_{i-1} \circ D^{i} f_{n-i}^{\prime}\left(0,2 t_{3}, \ldots, 2 t_{i}, 2 t_{i+1}-1, \ldots, t_{n}\right)\right\} \\
\text { since } \phi_{1} \text { is a constant homotopy }
\end{gathered}
$$

$=\left\{\phi^{\circ} D\left(\phi_{i-2} \circ D^{i-1_{f_{n-i}^{\prime}}^{\prime}}\right)\right.$ $\qquad$ 1)
$=\left\{\phi \circ D\left(\phi_{j-1}{ }^{\circ D^{j}} f_{n-j-1}^{\prime}\right)(\right.$ $\qquad$ , $)$
if we re-index via $j=i-1, j=1, \ldots, n-1$.

Thus

$$
\hat{\mathbf{x}}_{\mathrm{n}}\left(0, t_{2}, \ldots, t_{\mathrm{n}}\right)=\phi \circ \mathrm{D} \hat{\mathrm{t}}_{\mathrm{n}-1} .
$$

Now let $t_{j}=0$. If $t_{1} \geq \frac{1}{2}$,

$$
\begin{aligned}
\hat{f}_{n}\left(t_{1}, \ldots, t_{n}\right) & =f_{n}^{\prime}\left(2 t_{1}-1, \ldots, 0, \ldots, t_{n}\right) \\
& =f_{n-1}^{\prime}{ }^{\circ} D^{j-2} \mu_{n-j}\left(2 t_{1}-1, t_{2}, \ldots, \hat{t}_{j}, \ldots, t_{n}\right)
\end{aligned}
$$

by the construction in 4.2.

If $t_{1} \leq \frac{1}{2}$, we have two cases to consider:
Case 1: $j \leq i$. Here,

$$
\begin{aligned}
\hat{f}_{n}\left(t_{1}, \ldots, t_{n}\right) & =f_{n}^{\prime}\left(0, t_{2}, \ldots, t_{n}\right) \\
& =\left\{\phi_{i-1} \circ D^{i_{f}} f_{n-i}^{\prime}\left(2 t_{2}, \ldots, 0, \ldots, 2 t_{i}, 2 t_{i+1}-1, \ldots, t_{n}\right)\right\} \\
& =\left\{\phi_{i-2} \circ D^{j-2} \mu_{i-j}{ }^{\circ} D^{i} f_{n-i}^{\prime}\left(2 t_{2}, \ldots, 2 \hat{t}_{j}, \ldots, 2 t_{i}, \ldots\right)\right\}
\end{aligned}
$$

by the definition of the s.h.D-structure on $Y$
$=\left\{\phi_{i-2}{ }^{\circ} D^{i-I_{f}^{f}}{ }_{n-i} \circ D^{j-2} \mu_{n-j}(\ldots, \quad)\right\}$
by the naturality of $\mu$
$=\left\{\phi_{k-1} \circ D^{k_{f_{n-k-1}}}{ }^{\circ D^{j-2} \mu_{n-j}}(\ldots, \quad)\right\}$
by letting $k=i-1, k=1, \ldots, n-1$
$=f_{n-1}^{\prime}{ }^{\circ} D^{j-2} \mu_{n-j}$.

Note that as before we may take the first coordinate of $f_{n-1}^{\prime}$ to be 0 since $\phi_{1}$ is a constant homotopy.

Case 2: $j>i$. Here

$$
\begin{aligned}
\hat{f}_{n}\left(t_{1}, \ldots, t_{n}\right)= & f_{n}^{\prime}\left(0, t_{2}, \ldots, 0, \ldots, t_{n}\right) \\
= & \left\{\phi_{i-1} \circ D^{i_{f}}{ }_{n-i}^{\prime}\left(2 t_{2}, \ldots, 2 t_{i}, 2 t_{i+1}-1, \ldots, 0, \ldots, t_{n}\right)\right\} \\
& \text { which by letting } j=i+k, k=1, \ldots, n-i \\
= & \left\{\phi_{i-1} \circ D^{i}\left(f_{n-i-1}^{\prime} \circ D^{k-2} \mu_{n-i-k}\right)\left(\ldots, t_{j} \ldots\right)\right\} \\
= & \left\{\phi_{i-1} \circ D^{\left.i_{f_{n-i-1}}^{\prime} \circ D^{j-2} \mu_{n-j}\left(0,2 t_{3}, \ldots, \hat{t}_{j}, \ldots\right)\right\}}\right. \\
= & f_{n-1} \circ D^{j-2_{\mu_{n-j}} .}
\end{aligned}
$$

We now suppose that $t_{1}=1$. Then

$$
\begin{aligned}
\hat{f}_{n}\left(t_{1}, \ldots, t_{n}\right) & =f_{n}^{\prime}\left(1, t_{2}, \ldots, t_{n}\right) \\
& =f \circ \xi_{n-1}\left(t_{2}, \ldots, t_{n}\right)
\end{aligned}
$$

Finally, if $t_{j}=1$, we note that $j>i$ and

$$
\begin{aligned}
\hat{f}_{n}\left(t_{1}, \ldots, t_{n}\right) & =f_{n}^{\prime}\left(2 t_{1}-1, t_{2}, \ldots, t_{n}\right) \quad \text { if } t_{1} \geq \frac{1}{2} \\
& =f_{j-1}^{\prime}\left(2 t_{1}-1, t_{2}, \ldots, t_{j-1}, D^{j-1} \xi_{n-j}\left(t_{j+1}, \ldots, t_{n}\right)\right)
\end{aligned}
$$

and

$$
\begin{aligned}
& =f_{n}^{\prime}\left(0, t_{2}, \ldots, 1, \ldots, t_{n}\right) \quad \text { if } t_{1} \leq \frac{1}{2} \\
& =\left\{\phi_{i-1}{ }^{\left.\circ D^{i} f_{n-i}^{\prime}\left(2 t_{2}, \ldots, 2 t_{i}, 2 t_{i+1}-1, \ldots, 1, \ldots, t_{n}\right)\right\}}\right.
\end{aligned}
$$

which by letting $j=i+k, k=1, \ldots, n-i$

$$
\begin{aligned}
& =\left\{\phi_{i-1} \circ D^{\dot{j}_{f_{k-1}}^{\prime}}{ }^{\circ D^{i+k-1}} \xi_{n-i-k}\left(2 t_{2}, \ldots, \hat{t}_{k}, \ldots, t_{n}\right)\right\} \\
& =\left\{\phi_{i-1} \circ D^{i} f_{j-i-1}^{\prime} \circ D^{j-1} \xi_{n-j}\left(0,2 t_{3}, \ldots, \hat{t}_{k}, \ldots, t_{n}\right)\right\} \\
& =\hat{f}_{j-1} \circ D^{j-1} \xi_{n-j} .
\end{aligned}
$$

To complete the proof of Proposition 4.3 we construct the requisite s.h.D-homotopy. Define $h_{n}: I^{n+1} \times D^{n} X \rightarrow Y$ by

where $\bar{f}_{n}\left(\frac{t_{2}-\frac{1}{2}\left(1-t_{1}\right)}{1-\frac{1}{2}\left(1-t_{1}\right)}, t_{3}, \ldots, t_{n+1}\right)$ is the reparametrization in Theorem 4.2 using the constant $\frac{1}{2}\left(1-t_{1}\right)$ in the place of the constant $\frac{1}{2}$. From Theorem 4.2 we have an explicit formula for the boundary of each $\bar{f}_{n}$ and we must assume that their interiors piece together in a continuous fashion as $t_{1}$ varies. To complete our inductive definition of $h_{n}$, we define
$h_{1}\left(t_{1}, t_{2}\right)=\left\{\begin{array}{l}f_{1}\left(\frac{t_{2}-\frac{1}{2}\left(1-t_{1}\right)}{1-\frac{1}{2}\left(1-t_{1}\right)} \quad \text { if } t_{2} \geq \frac{1}{2}\left(1-t_{1}\right)\right. \\ \phi \circ \text { Df } \quad \text { if } t_{2} \leq \frac{1}{2}\left(1-t_{1}\right) .\end{array}\right.$

If $t_{1}=0$,

$$
\begin{aligned}
h_{n} & = \begin{cases}\bar{f}_{n}\left(2 t_{2}-1, t_{3}, \ldots, t_{n+1}\right) & \text { if } t_{2} \geq \frac{1}{2} \\
\phi^{\circ} D h_{n-1}\left(0, t_{3}, \ldots, t_{n+1}\right) & \text { if } t_{2} \leq \frac{1}{2}\end{cases} \\
& = \begin{cases}f_{n}^{\prime}\left(2 t_{2}-1, t_{3}, \ldots, t_{n+1}\right) & \text { if } t_{2} \geq \frac{1}{2} \\
f_{n}^{\prime}\left(0, t_{3}, \ldots, t_{n+1}\right) & \text { if } t_{2} \leq \frac{1}{2}\end{cases}
\end{aligned}
$$

$=\hat{X}_{n}$.
If $t_{1}=1$,

$$
h_{n}=f_{n}\left(t_{2}, \ldots, t_{n+1}\right)
$$

Thus each $h_{n}$ is the appropriate homotopy from $\hat{f}_{n}$ to $f_{n}$ Finally, an easy induction argument shows that $\left\{h_{n}\right\}$ is an s.h.D-homotopy.
5. Lifting s.h.D-Maps to B-Maps.

When $\left(X,\left\{\xi_{n}\right\}\right)$ is an $s . h, B-s p a c e$ and $(Y, \phi)$ is a strict D-space, we show that an s.h.D-map f: $X \rightarrow Y$ may be thought of as a strict $D$-map $U X \rightarrow Y$. This theorem will enable us to tie together the concepts of SHD-maps and s.h.D-maps. This section concludes with several examples of this theorem that are required in the proof of the conceptual homotopy invariance theorem.

Theorem 5.1: Let $\left(X,\left\{\dot{\xi}_{n}\right\}\right)$ be an s.h.D-space, $(Y, \phi)$ a strict $D$-space, and $\left\{f_{n}\right\}: X \rightarrow Y$ an soh.D-map. Then there exists a
 to $Y$. Moreover, if $f \simeq f^{\prime}$ as s.h.D-maps from $X$ to $Y$, then $\tilde{\mathrm{E}}=\tilde{f}^{\boldsymbol{f}}$ as D-maps.

Corollary 5.2: Let $\left(X,\left\{\xi_{n}\right\}\right)$ be an s.h.D-space, $(Y, \phi)$ a strict $D$-space, and $\left\{f_{n}\right\}: X \rightarrow Y$ an s.h.D-map. Then there exists a unique $D-m a p$ Uf: UX $\rightarrow$ UY such that the diagram

commutes as a diagram of s.h.D-maps.
Proof: By Theorem 4.2, naf: $X \rightarrow$ UY is an s.h.D-map. Define $\mathrm{Uf}=\widetilde{n^{\circ} \mathrm{f}}$ and apply theorem 5.1.

## Remarks：

1）As the notation in Corollary 5．2 suggests，it can be shown that $U$ is in fact a functor from，for example，the category of D －spaces and homotopy classes of s．h．D－maps to the category of D －spaces and homotopy classes of D－maps．As this fact is not required in this work，these details are omitted．

2）It will frequently be useful to know that the composition of an s．h．D－map with a strict $D-m a p$ is an s．h．D－map．If $X$ is an s．h．D－space，$Y$ and $Z$ strict $D$－spaces，$f: X \rightarrow Y$ an S．h．D－map，and $g: Y \rightarrow Z$ a D－map，we define an s．h．D－structure for the composition $g \circ f$ by $\left\{g \circ f_{n}\right\}$ ．The conditions set out in Definition 3.2 are easily verified．

Proof of Theorem 5．1：Define a map $\tilde{f}: U X \rightarrow Y$ by the collection $\left\{\phi^{\circ} \circ f_{n}\right\}$ where $\phi^{\circ} D f_{n}: I^{n} \times D^{n+1} X \rightarrow Y$ ．It is easy to see that this map respects the relation used in defining UX．To see that $\tilde{f}$ is in fact a $D$－map，we have to show that $\tilde{f} \circ \mu=\phi^{\circ} D \tilde{f}$ ． This follows from the comutativity of

for all $n$ since $(Y, \phi)$ is a strict $D-s p a c e, ~ a n d ~ i s$ a natural transformation。 Note that $\tilde{f} \circ \eta=\phi^{\circ} \circ \operatorname{Df}^{\circ} \circ \eta=\phi^{\circ} \circ \eta^{\circ} f^{f}=f$ ；the last
equality follows from the definition of an algebra over a monad． Moreover，by Remark 2 above，fon has for its s．h．D－structure the collection $\left\{\phi \circ D f_{n}{ }^{\circ} \eta_{n}\right\}$ 。Again，$f_{n} \eta_{n}=\phi \circ D f_{n}{ }^{\circ} \eta_{n}=\phi^{\circ} n^{\circ} f_{n}=f_{n}$ It is clear that $\dot{\mathbb{E}}$ is the unique map having this property．

To complete the proof it remains to show that this lifting of s．h．D－maps preserves homotopy．To this end we let $\left\{f_{n}\right\}$ and $\left\{g_{n}\right\}$ be s．h．D－maps from $\left(X,\left\{\xi_{n}\right\}\right)$ to $(Y, \phi)$ and $\left\{h_{n}\right\}$ a homotopy between them．We claim that the $\left\{h_{n}\right\}$ induce a homotopy through $D$－maps between the $D$－maps $\left\{\phi^{\circ} D f_{n}\right\}$ and $\left\{\phi^{\circ} \mathrm{Dg}_{\mathrm{n}}\right\}$ ；define

$$
\tilde{\mathrm{h}}: I \times U X \rightarrow Y
$$

by $\tilde{h}_{n}=\phi^{\circ} D h_{n}: I \times I^{n} \times D^{n+1} X \rightarrow Y$ ．Since $\left\{\left.h_{n}\right|_{t_{1}=c}\right\}$ is an S．h．D－map from $X$ to $Y$ for each $c \varepsilon I,\left\{\left.\phi^{\circ} D h_{n}\right|_{t_{1}}=c\right\}$ is a $D$－map from UX to $Y$ ．The continuity of $D$ allows us to piece together these maps to obtain the desired homotopy．

Three useful examples of Theorem 5.1 are contained in

Lemma 5．3：a）Let $f:(X, \xi)+(Y, \phi)$ be a D－map．Then $\tilde{f}=f \circ r_{x}$ ．
b）Let $\left(X,\left\{\xi_{n}\right\}\right)$ be an $s, h, D$－space，$(Y, \phi)$ and（ $\left.Z, \psi\right)$ D－spaces， $f: X \rightarrow Y$ an $s . h \circ D-m a p$, and $g: Y \rightarrow Z$ a $D$－map．Then $g \circ \tilde{E}=\tilde{g \circ f}: U X \rightarrow Z 。$
c）Let $\left(X,\left\{\xi_{n}\right\}\right)$ be an $s . h_{0} D-s p a c e$ ．Then the maps $I_{u x}$ and Ur॰Un are homotopic as D－maps from UX to UX，

Proof：a）Since $X$ is a D－space and $f$ is a D－map，we may take the collection of constant homotopies $\left\{f 0 \xi_{n}\right\}$ as the s．h．D－structure for $\mathrm{f}_{\mathrm{o}}$ Thus

```
f}={\phi\circDf\circD\mp@subsup{\xi}{n}{\prime}
    ={f\circg\circD\mp@subsup{\xi}{n}{\prime}}. since f is a D-map
    ={f\circ\mp@subsup{\xi}{n}{\prime}}=f\circ\mp@subsup{|}{X}{\prime}
```

b) $g \circ \tilde{f}$ is given by the collection $\left\{g^{\circ} \phi^{\circ} D f_{n}\right\}$. On the other hand, $\widetilde{g \circ f}$ is given by the collection $\left\{\psi^{\circ} D\left(g \circ f_{n}\right)\right\}$. But $\psi \circ D g \circ D f_{n}=g \circ \phi \circ D f_{n}$ since $g$ is a $D-m a p$.
c) We show that the $s . h, D$-maps from $X$ to $U X$ induced by the given D-maps are homotopic as S.h.D-maps. Theorem 5.1 will then apply to show that the $D$-maps themselves are homotopic in $D[T]$. Since $\eta^{\circ} r_{x} \simeq I_{u x}, 6.1$ (ii) and 5.1 yield $u r=\widetilde{\eta O r}_{\sim}^{I_{u x}}$ as D-maps. Thus UroU $\eta=I_{u x} \circ U_{\eta}$ as D-maps. Since $I_{u x}=r_{u x}$ by 5.3a, it suffices to show that $r_{u x}{ }^{\circ} U_{n}{ }^{\circ} \eta=I_{u x}{ }^{\circ} \eta=\eta$ as s.h.D-maps from $X$ to $U X$. Let $\left(t_{1}, \ldots, t_{n}, z\right) \varepsilon I^{n} \times D^{n} X$. Then $r_{u x} \circ U \eta^{\circ} \eta_{n}\left(t_{1}, \ldots, t_{n}, z\right)$
$=\left\{\mu_{i}{ }^{\circ} \mu^{\circ} D_{\eta_{i}} \circ D^{i+1} \eta_{n-i}^{\prime}{ }^{\circ} \eta^{n} D^{n}\left(2 t_{1}, \ldots, 2 t_{i}, 2 t_{i+1}-1, \ldots, t_{n}, z\right)\right\}$

$$
i=0, \ldots, n
$$

$=\left\{\mu_{i} \circ D^{i+1} n_{n-i}^{\prime} \circ{ }^{\circ} D^{n}\left(2 t_{1}, \ldots, 2 t_{i}, 2 t_{i+1}-1, \ldots, t_{n}, z\right)\right\}$
$=\left\{\mu_{i}{ }^{\circ} n_{n+1}{ }^{\circ} D^{i} n_{n-i}^{\prime}\left(2 t_{i+1}-1, \ldots, t_{n}, z\right)\right\}$
by the naturality of $\eta$ and the definition of $\mu_{i}$
$=\left\{\mu_{i-1} \circ D^{i} n_{n-i}^{\prime}\left(2 t_{i+1}-1, \ldots, t_{n}, z\right)\right\}$

$$
=\left\{\hat{\eta}_{n}\right\} \underset{\text { s.h.D }}{\sim}\left\{\eta_{n}\right\} \quad \text { by Lemma } 4.3 .
$$

In this proof, we take $\mu_{i}=\mu_{0} \circ \circ \cdot 0 \mu_{i-1}{ }^{\circ} \mu_{i}$ where $\mu_{j}: D^{2} D^{n} \rightarrow D D^{n}$ for each $n$.

## 6. Homotopy Invariance Theorems

We begin with

Theorem 6.1 (Geometrical Homotopy Invariance Theorem) :
(i) Let $(Y, \phi)$ be a $D$-space and $f: X \rightarrow Y$ a homotopy equivalence; then $X$ is an s.h.D-space and $f$ is an S.h.D-map.
(ii) Let $f:(X, \xi) \rightarrow(Y, \phi)$ be a $D$-map and suppose that $g$ is homotopic to $f$; then $g$ is an $S . h . D$-map and $g$ is homotopic to $f$ as an s.h.D-map.
(iii) Let f: $(X, \xi) \rightarrow(Y, \phi)$ be a $D$-map and a homotopy equivalence with homotopy inverse $g$; then $g$ is an s.h.D-map and fog is homotopic to $l y$ as an s.h.D-map.

The proof of this theorem is deferred until Sections 7, 8 and 9. We may, however, use this theorem to deduce

## Theorem 6.2 (Conceptual Homotopy Invariance Theorem)

(i) Let $\left(Y,\left\{\phi_{n}\right\}\right)$ be an s.h.D-space and $f: X \rightarrow Y$ a homotopy equivalence; then $X$ is an s.h.D-space and $£$ is an SHD-map.
(ii) Let $f:\left(X,\left\{\xi_{n}\right\}\right) \rightarrow\left(Y,\left\{\phi_{n}\right\}\right)$ be an SHD-map between s.h.D-spaces and suppose that $g$ is homotopic to $f$; then $g$ is an SHD-map and $g$ is homotopic to $f$ as an SHD-map.
(iii) Let $f:\left(X,\left\{\xi_{n}\right\}\right) \rightarrow\left(Y,\left\{\phi_{n}\right\}\right)$ be an SHD-map between s.h.D-spaces and a homotopy equivalence with homotopy
inverse $g$; then $g$ is an SHD-map and both fog is homotopic to $1_{y}$ and gof is homotopic to $1_{x}$ as SHD-maps .

## Proof:

(i) Apply 6.1 (i) to the homotopy equivalence $\eta \circ f: X \rightarrow U Y$.

Thus $X$ is an s.h.D-space and $\eta^{\circ} f$ is an s.h.B-map. By E.l, there exists a D-map $\tilde{\tilde{f}}: \mathrm{UX} \rightarrow$ UY such that $\eta \circ f=\tilde{f} \circ \eta$. Then $f=r \circ \eta \circ f=r \circ \tilde{f} \circ \eta$ and $\tilde{f}$ represents f as an SHD-map by Definition 3.1.
(ii) Let $F: U X \rightarrow U Y$ be a D-map representing $f$ as an SHD-map. Thus $f=$ roFon. But then n०gor $=$ n०for $=$ n०roponor $\simeq$ F. By 6.1 (ii), nogor: $U X+U Y$ is an s.h.D-map and $\eta^{\circ}$ gor $\simeq F$ as s.h.D-maps. By $5.3(\mathrm{a})$ we have $\tilde{\mathrm{F}}=$ For: UUX $\rightarrow$ UY.

 by $5.3(\mathrm{a}), 5.1$ and $6.1(\mathrm{ii}) ;$ i.e. Ur $\simeq_{D} r_{U X}:$ UUX $\rightarrow$ UX. Thus

$$
g=r \circ\left(\eta^{\circ} g \circ r\right) \circ \eta=r \circ \eta_{\eta^{\circ} g^{\circ} r^{\circ} \eta^{\circ} \eta}
$$

$$
=r \circ\left(\overparen{\left.\eta \circ g \circ r \circ U_{n}\right) \circ \eta, ~, ~}\right.
$$

hence $\mathrm{n}^{\circ} \mathrm{g}^{\circ}$ roun represents $g$ as an SHD-map. The equality $\eta^{\circ} \eta=U n \circ n$ comes from the commutative diagram

guaranteed by 5.1. In addition we have

(iii) Again, let $F: U X \rightarrow$ UY represent $£$ as an SHD-map, $f=r \circ F \circ n$. Then $n^{\circ} \mathrm{g} \circ \mathrm{r}$ is a homotopy inverse to F since

```
n\circgoroF \simeq nogorofonor = n\circgofor \simeq nor = I
```

and


By 6.1(iii), $\eta^{\circ}$ gor: UY $\rightarrow$ UX is an S.h.D-map and Fonogor $\simeq 1$ as s.h.D-maps. Exactly as in the previous
 SHD-map. To see that the composition of these SHD-maps are homotopic to the respective identity maps, we have

| $\widetilde{D}_{\text {D }}$ Ioun by $5.1=$ roun | by 5.3 (a) |
| :---: | :---: |
| $\approx_{\text {D }}$ Uroun as above $\simeq_{\text {D }} 1$ | by 5.3(c) |

In the other direction, to show that gof $\simeq 1$ as SHD-maps, since we now know that $g: Y \rightarrow X$ is an SHD-map between s.h.B-spaces as well as a homotopy equivalence with homotopy inverse $f$, we need only
reverse the roles of $f$ and $g$ in the argument above and apply standard uniqueness of inverse arguments to conclude that the constructed representative no for ${ }^{\circ}$ Un of $f$ as an SHD-map is homotopic as a $\operatorname{B-map}$ to the given representative $F$.
7. Proof of Theorem 6.1(i)

In this section we prove Theorem 6.1(i): Let ( $Y, \phi$ ) be a $D-s p a c e$ and $f: X \rightarrow Y$ a homotopy equivalence; then $X$ is an s.h.D-space and $f$ is an s.h.D-map.

Proof: Since $f$ is a homotopy equivalence, there exists a homotopy inverse $g: Y \rightarrow X$ and a homotopy $k: I \times Y \rightarrow Y$ such that $k_{0}=$ identity on $Y$ and $k_{1}=$ fog. Also, as explained in
[G, pp. 159-160], by slightly altering the underlying operad $D$, we can replace $f$ by its mapping cylinder and thus assume that gof is the identity map on $X$.

Define a map $\xi: D X \rightarrow X$ by the composition $\xi=g \circ \phi \circ D(f)$.
By the naturality of $\eta$, we have $\xi^{\circ} \eta=g \circ \phi \circ D(f) \circ \eta=g \circ \phi \circ \eta \circ f=g \circ f=1$ on $X$.

We now need to construct a homotopy $\xi_{1}: I \times D^{2} X \rightarrow X$ which will render the diagram

homotopy commutative. It is the failure of this diagram to be strictly commutative in general that causes $X$ to fail to be a strict D-space. Define

$$
\xi_{1}=g \circ \phi \circ D(k) \circ D(\phi) \circ D^{2}(f)
$$

where $D(k): I \times D Y+D Y$ is defined in the manner described in Section 1. To see that $5_{1}$ is the correct homotopy, note that

$$
\begin{array}{rlr}
\left.\xi_{1}\right|_{0} & =\left.g \circ \phi \circ D(k)\right|_{0} \circ D(\phi) \circ D^{2}(f) \\
& =g \circ \phi \circ D(\phi) \circ D^{2}(f) & \text { since }\left.D(k)\right|_{0}=i d \\
& =g \circ \phi \circ \mu \circ D^{2}(f) & \\
& =g \circ \phi \circ D(f) \circ \mu & \text { since } Y \text { is a } D-s p a c e \\
& =\text { since }^{\circ} \mu \text { is natural } \\
&
\end{array}
$$

and that

$$
\begin{aligned}
\left.\xi_{1}\right|_{1} & =\left.g \circ \phi \circ D(k)\right|_{1} \circ D(\phi) \circ D^{2}(f) \\
& =g \circ \phi \circ D(f) \circ D(g) \circ D(\phi) \circ D^{2}(f) \\
& =\xi^{\circ} D \xi .
\end{aligned}
$$

This motivation for the s.h.D-structure on $X$ leads us to define the requisite higher homotopies $\xi_{q}: I^{q} \times D^{q+1} X \rightarrow X$ by

$$
\xi_{q}=g \circ \phi \circ D(k) \circ D(\phi) \circ \ldots \circ D^{j}(k) \circ D^{j}(\phi) \circ \ldots \circ D^{q}(k) \circ D^{q}(\phi) \circ D^{q+1}(f)
$$

We have omitted the symbol " $1 \times$ " which should preface each $\mathrm{D}^{j}(k)$. Note also that we have a composition of $q$ one-dimensional homotopies; we use each in succession on each of the $q$ coordinates of $I^{q}$.

For the $\xi_{q}$ to determine a valid $s_{0} h, D-s t r u c t u r e ~ o n ~ X, ~ w e$ have to verify the usual compatibility conditions. If, for example, $t_{j}=0$, we have
$\xi_{q}=\left.g \circ \phi \circ D(k) \circ D(\phi) \circ \circ \circ \circ D^{j-1}(\phi) \circ D^{j}(k)\right|_{0} \circ D^{j}(\phi) \circ \ldots \circ D^{q}(k) \circ D^{q}(\phi) \circ D^{q+1}(f)$
$=g \circ \phi \circ \ldots \circ D^{j-1}(\phi) \circ D^{j}(\phi) \circ D^{j+1}(k) \circ \ldots \circ D^{q}(k) \circ D^{q}(\phi) \circ D^{q+1}(f)$
$=g \circ \phi \circ \ldots \circ D^{j-1}(\phi \circ D \phi) \circ D^{j+1}(k) \circ \ldots \circ D^{q}(k) \circ D^{q}(\phi) \circ D^{q+1}(f)$
$=g \circ \phi \circ \ldots \circ D^{j-1}\left(\phi^{\circ} \mu\right) \circ D^{j+1}(k) \circ \ldots \circ D^{q}(k) \circ D^{q}(\phi) \circ D^{q+1}(f)$
$=g \circ \phi \circ \ldots \circ D^{j-1}(\phi) \circ D^{j}(k) \circ \ldots \circ D^{q-1}(k) \circ D^{q-1}(\phi) \circ D^{q}(f) \circ D^{j-1} \mu_{q-j}$
$=\xi_{q-1} \circ D^{j-1}{ }_{q-j}$.

The next to last equality follows from repeated application of the naturality of $\mu$.

If, on the other hand, $t_{j}=1$, then
$\xi_{q}=\left.g \circ \phi \circ D(k) \circ D(\phi) \circ \ldots \circ D^{j-1}(\phi) \circ D^{j}(k)\right|_{1} \circ D^{j}(\phi) \circ \ldots \circ D^{q}(k) \circ D^{q}(\phi) \circ D^{q+1}(f)$
$=\left(g \circ \phi \circ D(k) \circ D(\phi) \circ \ldots \circ D^{j-1}(\phi) \circ D^{j}(f)\right) \circ$

$$
\left(D^{j}(g) \circ D^{j}(\phi) \circ \ldots \circ D^{q}(k) \circ D^{q}(\phi) \circ D^{q+1}(f)\right)
$$

$$
=\xi_{j} \circ D^{j} \xi_{q-j}
$$

Thus the $\left\{{ }_{\xi_{q}}\right\}$ as defined do indeed define an s.h.D-structure for X.

To see that $\mathrm{f}: X \rightarrow Y$ is an $\mathrm{s} \cdot \mathrm{h} \cdot \mathrm{D}-\mathrm{map}$ we define

$$
f_{n}: I^{n} \times D^{n} X \rightarrow Y
$$

by
$f_{n}=k \circ \phi \circ D(k) \circ D(\phi) \circ \ldots \circ D^{n-1}(k) \circ D^{n-1}(\phi) \circ D^{n}(f)$.
To verify the compatibility conditions of Definition 3.2, note that if $t_{1}=0$,

$$
\begin{aligned}
f_{n} & =k_{0} \circ \phi \circ D(k) \circ D(\phi) \circ \ldots \circ D^{n-1}(k) \circ D^{n-1}(\phi) \circ D^{n}(f) \\
& =\phi^{\circ} D(k) \circ D(\phi) \circ \ldots \circ D^{n-1}(k) \circ D^{n-1}(\phi) \circ D^{n}(f) \\
& =\phi \circ D f_{n-1} \\
\text { If } t_{1} & =1
\end{aligned}
$$

$$
\begin{aligned}
f_{n} & =k_{1} \circ \phi \circ D(k) \circ D(\phi) \circ \ldots \circ D^{n-1}(k) \circ D^{n-1}(\phi) \circ D^{n}(f) \\
& =f \circ g \circ \phi \circ D(k) \circ D(\phi) \circ \ldots \circ D^{n-1}(k) \circ D^{n-1}(\phi) \circ D^{n}(f) \\
& =f \circ \xi_{n-1} .
\end{aligned}
$$

When $t_{j}=0$,
$f_{n}=\left.k \circ \phi \circ D(k) \circ D(\phi) \circ \ldots \circ D^{j-1}(k)\right|_{\circ} \circ D^{j-1}(\phi) \circ D^{j}(k) \circ D^{j}(\phi) \circ \circ \circ \circ D^{n}(f)$
$=k \circ \phi \circ D(k) \circ D(\phi) \circ \ldots \circ D^{j-2}(k) \circ D^{j-2}(\phi) \circ D^{j-1}(\phi) \circ D^{j}(k) \circ \ldots \circ D^{n}(f)$
$=k \circ \phi \circ D(k) \circ D(\phi) \circ \ldots \circ D^{j-2}(k) \circ D^{j-2}(\phi) \circ D^{j-2}(\mu) \circ D^{j}(k) \circ \ldots \circ D^{n}(f)$
$=f_{n-1} \circ D^{j-2} \mu_{n-j}$.

Finally, if $t_{j}=1$,
$f_{n}=\left.k \circ \phi \circ D(k) \circ D(\phi) \circ \ldots \circ D^{j-2}(k) \circ D^{j-2}(\phi) \circ D^{j-1}(k)\right|_{1} \circ D^{j-1}(\phi) \circ \ldots \circ D^{n}(f)$
$=\left(k \circ \phi \circ D(k) \circ D(\phi) \circ \ldots \circ D^{j-2}(k) \circ D^{j-2}(\phi) \circ D^{j-1}(\bar{I})\right) \circ$

$$
\left(D^{j-1}(g) \circ D^{j-1}(\phi) \circ \ldots \circ D^{n}(f)\right)
$$

$={\underset{f}{j-1}}^{\circ D^{j-1}}{ }_{\xi_{n-j}}$.
8. Proof of Theorem 6.1(ii)

In this section we prove Theorem 6.I(ii): Let $f:(X, \xi) \rightarrow(Y, \phi)$ be a $D$-map and suppose that $g$ is homotopic to $f$; then $g$ is an s.h.D-map and $g$ is homotopic to $f$ as an s.h.D-map.

Proof: We will define an s.h.D-structure for $g$ by glueing together various homotopies gotten from the maps $\phi_{n}, \xi_{n}$, and the functor $D^{i}$ applied to the given homotopy between $f$ and $g$. The procedure will be clear to the reader if he sketches the appropriate pictures for low values of $n$. To begin let
$h: I \times X+Y$ be a homotopy such that $h_{0}=f$ and $h_{1}=g$.
We define an s.h.D-structure for $g$,

$$
g_{n}: I^{n} \times D^{n} X+Y
$$

by

$$
g_{n}\left(t_{1}, \ldots, t_{n}\right)= \begin{cases}h^{\circ} \xi_{n-1}\left(2 t_{1}-1, t_{2}, \ldots, t_{n}\right) & \text { if } t_{1} \geq \frac{1}{2} \\ \left\{\left(-\phi_{i-1} \circ D^{i_{h}} \circ D^{i} \xi_{n-i-1}\right)\right\} & \text { if } t_{1} \leq \frac{1}{2}\end{cases}
$$

with $t_{1}, \ldots, t_{i} \leq \frac{1}{2}, t_{i+1} \geq \frac{1}{2}, i=1, \ldots, n$ where

A minus sign preceding a homotopy indicates that it should be evaluated in reverse direction on its first coordinate.

The following construction is used in the definition of $g_{n}:$ let $h: I \times X \rightarrow Y$ be any homotopy, $\Delta n$ an $n$-simplex, and $v_{0}$ a particular vertex of $\Delta n$. We may then construct a new homotopy $h^{s}: \Delta n \times x \rightarrow y$ with $h^{s}\left(v_{0}, x\right)=h_{0}(x)$ and $h^{s}(v, x)=h_{1}(x)$ for all $v$ on the face opposite to $v_{0}$ by defining $h^{s}$ to be $h$ on each line segment connecting $v_{0}$ to the face opposite $v_{0}$. It is clear that we may also extend $h^{s}$ to a map $h^{r}$ : $\Delta n \times I^{m} \times X \rightarrow Y$ by defining

$$
h^{r}\left(s_{o}, \ldots, s_{n}, t_{1}, \ldots, t_{m}, x\right)=h^{s}\left(s_{0}, \ldots, s_{n}, x\right)
$$

In our definition of $g_{n}$, note that the homotopy $\left(-\phi_{i-1}{ }^{\left.\circ D^{i}{ }_{h \circ D}{ }^{i} \xi_{n-i-1}\right)^{r} \text { is defined on } \Delta i+1 \times I^{n-i-1} C I^{n} \text { where } . ~}\right.$ $\Delta i+1$ is determined by the intersection of the plane $t_{i+1}=\frac{1}{2}+\sum_{j<i+1} t_{j}$ with the cube $t_{1}, \ldots, t_{i} \leq \frac{1}{2}, t_{i+1} \geq \frac{1}{2}$ and the inequality $t_{i+1} \geq \frac{1}{2}+\sum_{j<i+1} t_{j}$. We need to know the vertex
of the simplex opposite the face $t_{i+1}=\frac{1}{2}+\sum_{j<i+1} t_{j}$ in order to
 the point $(0, \ldots, 0,1,0, \ldots, 0)$ with 1 in the $i+1$ st coordinate satisfies the requirements.

We now show that each $\left(-\phi_{i-1} \circ D^{i_{h}} \circ D^{i} \xi_{n-i-1}\right)^{\prime}$ is well-defined. Suppose that $t_{n}=\frac{1}{2}-\sum_{i<n} t_{i}{ }^{\circ}$. Then $\left(-\phi_{i-1} \circ D^{i_{n} \circ D^{i} \xi_{n-i-1}}\right)^{\prime}$
$=\left(-\phi_{n-1}{ }^{\circ} D^{n_{h}}\right)^{s}=\phi_{n-1}{ }^{\circ} D^{n_{f}}$ since the vertex opposite the face $t_{n}=\frac{1}{2}-\sum_{i<n} t_{i}$ is $(0, \ldots, 0)$ and $-\left.h\right|_{0}=g$; we thus have agreement in this case. Now suppose that $t_{i+1}=\frac{1}{2}+\sum_{j<i+1} t_{j}$. Then $\left(-\phi_{i-1} \circ D^{i}{ }_{h} \circ D^{i} \xi_{n-i-1}\right)^{\prime}=\left(-\phi_{i-1} \circ D^{\left.i_{h} \circ D^{i} \xi_{n-i-1}\right)^{r} \text { is defined on }, ~}\right.$ $\Delta i+1 \times I^{n-i-1}$ and thus equals $\left(-\phi_{i-1} \circ D^{\left.i_{n} \circ D^{i} \xi_{n-i-1}\right)^{s}\left(t_{1}, \ldots, t_{i+1}\right)}\right.$ $=\phi_{i-1}{ }^{\circ} D^{i} f \circ D^{i} \xi_{n-i-1}$ since the vertex $(0, \ldots, 0,1,0, \ldots, 0)$ with $i+1$ coordinate equal to 1 is opposite the face in question, and $-\phi_{i-1} \circ D^{i_{h}} \circ D^{i} \xi_{n-i-1}$ evaluated on this vertex is $\phi_{i-1} \circ D^{i} g \circ D^{i} \xi_{n-i-1}$. Thus this map is well-defined on each cube $t_{1}, \ldots, t_{i} \leq \frac{1}{2}, t_{i \div 1} \geq \frac{1}{2}$.

Next we show that it makes sense to glue together all the cubes that occur when $t_{1} \leq \frac{1}{2}$. Suppose that $t_{i+1}=\frac{1}{2}, i \geq 1$, and $t_{i+2}>\frac{1}{2}$. Then

1) $g_{n}=\left(-\phi_{i-1} \circ D^{i_{h}} \circ D^{i} \xi_{n-i-1}\right) \cdot$ where $t_{1}, \ldots, t_{i} \leq \frac{1}{2}, t_{i+1} \geq \frac{1}{2}$

$$
=\phi_{i-1}=\left[\text { fod }^{i_{\xi_{n-i-1}}} \text { since } t_{i+1}=\frac{1}{2} \leq \frac{1}{2}+\sum_{j<i+1} t_{j}\right.
$$

and
2) $g_{n}=\left(-\phi_{i} \circ D^{i+1} h \circ D^{i+1} \xi_{n-i-2}\right)^{0}$ where $t_{1} \ldots \ldots \circ t_{i+1} \leq \frac{1}{2}, t_{i+2} \geq \frac{1}{2}$
$=\phi_{i} \circ D^{i+1}{ }_{f \circ D^{i+1}}^{\xi_{n-i-2}}$ since $t_{i+2}=\frac{1}{2} \leq \frac{1}{2}+\sum_{j<j .+2} t_{j}{ }^{\circ}$
But

$$
\begin{aligned}
& \phi_{i} \circ D^{i+1} f \circ D^{i+1}{ }_{\xi_{n-i-2}} \\
& =\phi_{i-1}{ }^{\circ} \mu_{i-1}{ }^{\circ} D^{i+1}{ }_{f \circ D^{i+1}} \xi_{n-i-2} \text { since } Y \text { is a D-space } \\
& =\phi_{i-1}{ }^{\circ D^{i} f \circ D^{i} E_{n-i-2}{ }^{\circ} \mu_{n} \quad \text { by the naturality of } \mu, ~} \\
& =\phi_{i-1} \circ D^{i} f \circ D^{i} \xi_{n-i-1} \quad \text { since } X \text { is a } D \text {-space, }
\end{aligned}
$$

and we have agreement between 1) and 2).
The final glueing process occurs when $t_{1}=\frac{1}{2}$; we think of the parameter $t_{1}$ as running from left to right. The right hand face of the cube $t_{1} \leq \frac{1}{2}$ is given by
$\left\{\left(-\phi_{i-1} D^{D_{h}} \circ D^{i_{E_{n-i-1}}}\right)^{\prime}\right\}$ where $t_{1}, \ldots, t_{i} \leq \frac{1}{2}, t_{i+1} \geq \frac{1}{2}, i=2, \ldots, n$
$=\left\{\phi_{i-1} \circ D^{i}{ }^{i} \circ D^{i} \xi_{\text {n-i-1 }}\right\}$ by previous calculations
$=\left\{\phi^{\circ} D \phi \circ \ldots{ }^{\circ} D^{i-1} \phi^{\circ} D^{i} f \circ D^{i} \xi_{n-i-1}\right\}$
$=\left\{\phi \circ D \phi \circ \ldots \circ D^{i-2} \phi^{\circ} D^{i-1} f \circ D^{i-1} \xi_{\xi^{\circ}} D^{i} \xi_{n-i-1}\right\} \quad$ since $f$ is a D-map

$=\left\{f \circ \xi_{n-1}\right\}$ by repeated application of the above procedure.

On the other hand, the left hand edge of the cube $t_{1} \geq \frac{1}{2}$ is given by $h \circ \xi_{n-1}\left(0, t_{2}, \ldots, t_{n}\right)=f \circ \xi_{n-1}$ and we have agreement. The verification of the fact that $g_{n}$ is well-defined is now complete.

That $\left\{g_{n}\right\}$ is an s.h.D-map will now be demonstrated.
Suppose $t_{1}=0$; then $g_{n}\left(0, t_{2}, \ldots, t_{n}\right)=\left\{\left(-\phi_{i-1}{ }^{\circ D^{i}}{ }_{h} \circ D^{i} \xi_{n-i-1}\right){ }^{\prime}\right\}$ where $t_{2}, \ldots, t_{i} \leq \frac{1}{2}, t_{i+1} \geq \frac{1}{2}, i=1, \ldots, n$. If $t_{2} \geq \frac{1}{2}$,
*) $\quad g_{n}\left(0, t_{2}, \ldots, t_{n}\right)=\left(-\phi \circ D h \circ D \xi_{n-2}\right) \cdot\left(0, t_{2}, \ldots, t_{n}\right)$

$$
=\phi \circ D h \circ D \xi_{n-2}=\phi^{\circ} D\left(h^{\circ} \xi_{\mathrm{n}-2}\right)
$$

since the vertex $(0,1,0, \ldots, 0)$ is opposite the face on which $\left(-\phi \circ D h \circ D \xi_{n-2}\right)$ ' has value $\phi \circ D f \circ D \xi_{n-2}$, and thus when $t_{2}=1$, $\left(-\phi \circ D h^{\circ} D \xi_{n-2}\right)\left(0,1, t_{3}, \ldots, t_{n}\right)$ has value $\phi^{\circ} D^{\circ} \circ \mathrm{D}_{\mathrm{n}-2}{ }^{\circ}$ This has the effect of negating the negative sign above. Now if $t_{2} \leq \frac{1}{2}$,

$$
\begin{aligned}
& g_{n}\left(0, t_{2}, \ldots, t_{n}\right)=\left\{\left(-\phi_{i-1} \circ D^{i_{h}} \circ D^{i} \xi_{n-i-1}\right)^{i}\right\} \\
& \quad \text { with } t_{2}, \ldots, t_{i} \leq \frac{1}{2}, t_{i+1} \geq \frac{1}{2}, i=2, \ldots, n
\end{aligned}
$$

letting $k=i-1$, we have

$$
g_{n}\left(0, t_{2}, \ldots, t_{n}\right)=\left\{-\phi_{k} \circ D^{k+1} h_{h_{0} D^{k+1}}^{\xi_{n-k-2}}\right\}, k=1, \ldots, n-1
$$

**)
$=\left\{\left(-\phi \circ D\left(\phi_{k-1} \circ D^{k_{h} \circ D^{k}}{ }_{(n-1)-k-1}\right)\right\}\right.$.
Thus *) and **) yield

$$
g_{n}\left(0, t_{2}, \ldots, t_{n}\right)=\phi^{\circ} D g_{n-1} .
$$

If $t_{1}=1$,

$$
g_{n}\left(1, t_{2}, \ldots, t_{n}\right)=h^{\circ} \xi_{n-1}\left(1, t_{2}, \ldots, t_{n}\right)=g^{\circ} \xi_{n-1}
$$

Now suppose that $t_{j}=0$; if $t_{i} \geq \frac{1}{2}$,

$$
\begin{aligned}
g_{n}\left(t_{1}, \ldots, 0, \ldots, t_{n}\right) & =h \circ \xi_{n-1}\left(2 t_{1}-1, t_{2}, \ldots, 0, \ldots, t_{n}\right) \\
& =h \circ \xi_{n-1}=h^{\circ} \xi_{n-2} \circ D^{j-2} \mu_{n-j}
\end{aligned}
$$

since $X$ is a $D$-space; if, however, $t_{1} \leq \frac{1}{2}$

$$
g_{n}\left(t_{1}, \ldots, 0, \ldots, t_{n}\right)=\left\{\left(-\phi_{i-1} \circ D^{i_{h} \circ D^{i} \xi_{n-i-1}}\right)^{\prime}\right\}
$$

where $t_{1}, \ldots, t_{i} \leq \frac{1}{2}$, and we have two cases to consider: the first is $j<i+1$; then

$$
\begin{aligned}
g_{n} & =\left\{\left(-\phi_{i-1} \circ D^{i_{n} \circ D^{i} \xi_{n-i-1}}\right)^{i}\right\} \\
& =\left\{\left(-\phi \circ D \phi^{\circ} \ldots \circ D^{\left.\left.i-1_{\phi} \circ D^{i_{n}} \circ D^{i_{\xi_{n-i-1}}}\right)^{\prime}\right\}}\right.\right. \\
& =\left\{\left(-\phi \circ D \phi \circ \ldots \circ \mu_{i-2} \circ D^{i_{n} \circ D^{i} \xi_{n-i-1}}\right)^{\prime}\right\}
\end{aligned}
$$

$$
=\left\{\left(-\phi_{i-2}{ }^{\circ D^{i-1} h^{\circ} \mu_{i-1}}{ }^{\circ D^{i} \xi_{n-i-1}}\right)^{\prime}\right\} \quad \text { by the naturality of } \mu
$$

$$
=\left\{\left(-\phi_{i-2}{ }^{\circ D^{i-1}}{ }_{n \circ D^{i-1}}^{\xi_{n-i-1}}{ }^{o \mu_{n-2}}\right)^{\prime}\right\}
$$

$=\left\{\left(-\phi_{i-2} \circ D^{i-1_{h} \circ D^{i-1}} \xi_{n-i-1} \circ D^{j-2_{\mu_{n-j}}}\right)^{\prime}\right\} \quad$ since $X$ is a D-space
$=g_{n-1} \circ D^{j-2} \mu_{n-j}$.

On the other hand, if $j>i+1$, let $j=i+k, k=1, \ldots, n-i$, and then

$$
\begin{aligned}
g_{n} & =\left\{\left(-\phi_{i-1} \circ D^{i} h \circ D^{i} \xi_{n-i-1}\right)^{\prime}\right\} \\
& =\left\{\left(-\phi_{i-1} \circ D^{i}{ }_{h \circ D^{i}\left(\xi_{n-i-2}\right.} \circ D^{k-2} \mu_{n-i-k}\right)^{\prime}\right\} \text { when } t_{k}=0, k>1
\end{aligned}
$$

by the definition of an s.h.D-structure

$$
=g_{n-1} \circ D^{j-2} \mu_{n-j} .
$$

It remains to check the situation when $t_{j}=1$. If $t_{1} \geq \frac{1}{2}$,

$$
\begin{aligned}
g_{n} & =h \circ \xi_{n-1}\left(2 t_{1}-1, \ldots, 1, \ldots, t_{n}\right) \\
& =h \circ\left(\xi^{\circ} \circ D \xi^{\circ} \ldots \circ D^{j-2} \xi\right) \circ D^{j-1} \xi \circ \ldots \circ D^{n-1} \xi \\
& =h^{\circ} \xi_{j-2} \circ D^{j-1}\left(\xi \circ D \xi \circ \ldots \circ D^{n-1-j+1} \xi\right) \\
& =h \circ \xi_{j-2} \circ D^{j-1} \xi_{n-j} \\
& =g_{j-1} \circ \bullet^{j-1} \xi_{n-j} ;
\end{aligned}
$$

finally, if $t_{1} \leq \frac{1}{2}$ and $t_{j}=1$, we have $j \geq i+1$ by the definition of $g_{n}$. Thus if we let $j=i+k, k=1, \ldots, n-i-1$, we have

$$
\begin{aligned}
& g_{n}=\left\{\left(-\phi_{i-1} \circ D^{\left.\left.i_{h \circ D}{ }^{i} \xi_{n-i-1}\right)^{i}\right\}}\right.\right.
\end{aligned}
$$

$$
\begin{aligned}
& =\left\{\left(-\phi_{i-1} \circ D^{i_{h} \circ D^{i_{\xi_{j-i-2}}}}{ }^{\circ D^{j-1} \xi_{n-j}}\right)^{i}\right\} \\
& =\left\{\left(-\phi_{i-1} \circ D^{i} h \circ D^{i} \xi_{(j-1)-i-1} \circ D^{j-1} \xi_{n-j}\right)^{i}\right\} \\
& =g_{j-1}{ }^{\circ D^{j-1}}{ }_{5 n-j} .
\end{aligned}
$$

The final element of the proof is the verification of the fact that $f$ is homotopic to $g$ as an s.h.D-map. For this, we will define an s.h.D-homotopy

$$
h_{n}: I^{n+1} \times D^{n} X \rightarrow Y
$$

The case $n=1$ will serve as a good illustration of our construction. We define $h_{1}$ on $I^{2} \times D X$ as follows:


Note that, for example, ( $\phi \circ \mathrm{Dh})^{\prime}$ is defined on a simplex determined by the original simplex in the definition of $g$, and the additional vertex ( 1,0 ) 。

In general, we define

$$
h_{n}=\left\{\begin{array}{l}
\left(h \circ \xi_{n-1}\right)^{r} \quad \text { if } t_{2} \geq \frac{1}{2}\left(1+t_{1}\right) \\
-\left(\phi_{i-2} \circ D^{i-1} h_{h \circ D^{i-1}}^{\xi_{n-1}}\right)^{r} \quad \text { if } t_{i+1} \geq \frac{1}{2}\left(1+t_{1}\right)+\sum_{j<i+1} t_{j} \\
\left(-\phi_{n-1} \circ D^{n} h^{r} \quad \text { if } t_{n+1} \leq \frac{1}{2}\left(1-t_{1}\right)-\sum_{j<i+1} t_{j}\right. \\
f \circ \xi_{n-1} \quad \text { otherwise }
\end{array}\right.
$$

Here, the domain of $\left(-\phi_{i-2} \circ D^{i-1_{h} \circ D^{i-1}} \xi_{n-i}\right)^{r}$ is the simplex obtained from the simplex defined by $t_{1}=0$ (in the definition of $g_{n}$ ) together with the vertex ( $1,0, \ldots, 1,0, \ldots, 0$ ) where the second 1 is in the $i+1$ coordinate. The proof that $h_{n}$ is well-defined and is in fact an s.h.D-homotopy is similar to the proof that $g_{n}$ is well-defined and is an s.h.D-map and is omitted.

## 9. Proof of Theorem 6.1(iii)

In order to complete the proof of the geometrical homotopy invariance theorem, we shall utilize the following lemma due to Fuchs [7, p. 337]:

Lemma 9.1: Let $\mathrm{f}: \mathrm{X} \rightarrow \mathrm{Y}$ be a homotopy equivalence, g a homotopy inverse of $f, k: I \times X \rightarrow X$ the homotopy such that $k_{0}=i d^{\prime}$ $k_{1}=g \circ f ;$ then a homotopy $h: I, X Y \rightarrow Y$ such that $h_{0}=i d^{\prime}$, $h_{1}=f \circ g$ may be chosen so that $f \circ k=$ hof as homotopies between $f$ and fogof.

## Proof: Consider the diagram of path spaces

$$
\Omega\left(Y^{X}, f, f \circ g \circ f\right) \xrightarrow{g^{*}} \Omega\left(Y^{Y}, f \circ g, f \circ g \circ f \circ g\right) \xrightarrow{\phi} \Omega\left(Y^{Y}, i d{ }_{\Omega}, f\left(Y^{X}, f, f \circ g\right)\right.
$$

where $f *$ and $g *$ are inđuced by the maps $f_{f} g$ and $\phi$ is induced by any path from id $y$ to fogofog (such a path exists since there is certainly a path a from id $y$ to fog under the assumption that $f$ is a homotopy equivalence and thus the claimed path may be taken to be $\left.g^{*}[f \circ k] * a\right)$. Since $f$ and $g$ are homotopy equivalences, so are f* and g*; moreover, $\phi$ is a homotopy equivalence; thus each map in the diagram induces a one to one correspondence between path components. We may now choose $h$ to be any path in the
 fok and hof lie in the same path component of $\Omega\left(Y^{X}, f, f \circ g \circ f\right)$ and are thus homotopic as paths.

We proceed now with the proof of Theorem 6.l(iii): Let $f:(X, \xi) \rightarrow(Y, \phi)$ be a $D-m a p$ and a homotopy equivalence with homotopy inverse $g$; then $g$ is an $S . h . D-m a p$ and $f s g$ is homotopic to ly as an s.h.D-map.

Proof: Let $k: I \times X+X$ be a homotopy such that $k_{0}=i d_{x}$ and $\mathrm{k}_{1}=$ gof., and let $\mathrm{h}: \mathrm{I} \times \mathrm{Y} \rightarrow \mathrm{Y}$ be chosen as in Lemma 9.1 so that $h_{0}=i d_{y}$ and $h_{1}=$ fog. We define an $s_{0} h_{0} D$-structure for $g$, $g_{n}: I^{n} \times D^{n} Y \rightarrow X$, by

$$
g_{n}=k \circ \xi \circ D g_{n-1}^{\#-\left[\left(g \circ \phi 0 D h \circ \ldots \circ D^{n-1} \phi \circ D^{n} h\right)^{\prime}\right] .}
$$

We evaluate such a composition of homotopies by evaluating the $i^{\text {th }}$ homotopy on the $i^{\text {th }}$ coordinate.

Notation (i): Let $p_{n}$ and $q_{n}: I^{n} \times z \rightarrow X$ be homotopies. Define $p_{n} \# q_{n}: I^{n} \times z+y$ to be the homotopy,

$$
q_{n} \# q_{n}\left(t_{1}, \ldots 0, t_{n^{\prime}} z\right)= \begin{cases}p_{n}\left(2 t_{1}, t_{2}, \ldots, t_{n}\right) & \text { if } t_{1} \leq \frac{1}{2} \\ q_{n}\left(2 t_{1}-1, t_{2}, \ldots, t_{n}\right) & \text { if } t_{1} \geq \frac{1}{2}\end{cases}
$$

Of course, for this to make sense, $\left.p_{n}\right|_{t_{1}}=1$ should equal $\left.q_{n}\right|_{t_{1}}=0$ so that we may glue these faces together. Actually, one only needs $\left.p_{n}\right|_{t_{1}=1}$ homotopic to $\left.q_{n}\right|_{t_{1}=0}$ relative to $\{0,1\} \times Z ; 1 \leq$ this possibility occurs as it will in the following considerations, we assume that the resulting homotopy is properly reparametrized.
(ii) Let $P_{n}: I^{n} \times z \rightarrow X$ be any homotopy. We wish to reparametrize $p_{n}$ inducívely to obiain a new homotopy
$P_{n}^{\prime}: I^{n} \times z \rightarrow X$ in the following manner: if $n=2$, define $\mathrm{p}_{2}^{\prime}: \mathrm{I}^{2} \times \mathrm{z} \rightarrow \mathrm{X}$ by

$$
\begin{aligned}
& \left.p_{2}^{\prime}\right|_{t_{1}=0}=\left.p_{2}\right|_{(0,0)},\left.p_{2}^{\prime}\right|_{t_{2}=0}=p_{2}\left(t_{1}, 0\right) \\
& \left.p_{2}^{\prime}\right|_{t_{2}=1}=\left.p_{2}\right|_{t_{1}=0},\left.p_{2}^{\prime}\right|_{t_{1}=1}=\left.\left.p_{2}\right|_{t_{1}=1} \# p_{2}\right|_{t_{2}=1}
\end{aligned}
$$



Now assuming that we have $p_{n-1}$ reparametrized in this fashion, we define

$$
\begin{aligned}
\left.p_{n}^{\prime}\right|_{t_{1}=0} & =p_{n} \mid(0, \ldots, 0) \\
\left.p_{n}^{\prime}\right|_{t_{i}}=0 & =\left(\left.p_{n}\right|_{\left(t_{1}, \ldots, t_{i-1}, 0, \ldots, 0\right)}\right)^{\prime} \\
\left.p_{n}^{\prime}\right|_{t_{i+1}}=1 & =\left(\left.p_{n}\right|_{t_{i}=0}\right)^{\prime} \\
\left.p_{n}^{\prime}\right|_{t_{1}}=1 & =\left.\# p_{n}\right|_{t_{i}=1} \quad i=1, \ldots, n
\end{aligned}
$$

where \# $\left.P_{n}\right|_{t_{i}=1}$ means fit together the $n$ homotopies in a manner consistent with the edges of this face already defined; e.g., $\mathrm{n}=3:$

(iii) contrary to our use of the minus sign in the previous section a - preceding a homotopy indicates that the homotopy should be evaluated in reverse direction on each coordinate.

We proceed with the proof by first showing that each $g_{n}$ is well-defined. First let $n=2$; then

$$
g_{2}=k \circ \xi \circ \mathrm{Dg}_{1}^{\#}-\left[\left(g \circ \phi \circ D h \circ D \phi \circ D^{2} h\right)^{\prime}\right]
$$

To see that this is well-defined, consider first

$$
\begin{aligned}
\left.k \circ \xi \circ D g_{1}\right|_{t_{1}=1} & =\left.k \circ \xi \circ D[k \circ \xi \circ D g \#-g \circ \phi \circ D h]\right|_{t_{1}=1} \\
& =g \circ f \circ \xi \circ D k \circ D \xi \circ D^{2} g \#-g \circ f \circ \xi \circ D g \circ D \phi \circ D^{2} h \\
& =g \circ \phi \circ D f \circ D k \circ D \xi \circ D^{2} g \#-g \circ \phi \circ D f \circ D g \circ D \phi \circ D^{2} h
\end{aligned}
$$

$$
\text { since } f \text { is a } D \text {-map }
$$

$=g \circ \phi \circ D h \circ D f \circ D \xi \circ D^{2} g \#-g \circ \phi \circ D f \circ D g \circ D \phi \circ D^{2} h$ by Lemma 9.1
$=g \circ \phi \circ D h \circ D \phi \circ D^{2} f \circ D^{2} g \#-g \circ \phi \circ D f \circ D g \circ D \phi \circ D^{2} h$
$=-\left.\left[\left(g \circ \phi \circ D h \circ D \phi \circ D^{2} h\right)^{\circ}\right]\right|_{\tau_{1}=0^{\circ}}$

Now let us assume that $g_{n-1}$ is well-defined; to define $g_{n}$ we have to fit together $\left.k \circ \xi \circ D g_{n_{2}-1}\right|_{t_{1}}=1$ and $-\left.\left[\left(g \circ \phi \circ D h \circ D \phi \circ \circ \circ D^{n-1} \phi \circ D^{n}\right)^{i}\right]\right|_{t_{1}}=0^{\circ}$. But
$\left.k \circ \xi \circ D g_{n-1}\right|_{t_{1}=1}$
$=g \circ f \circ \xi \because D g_{n-1}$
$=g \circ f \circ \xi \circ D\left\{k \circ \xi \circ D g_{n-2} \#-\left[\left(g \circ \phi \circ D \phi \circ \circ 0 \circ \circ D^{n-2} \phi \circ D^{n-1} h\right)^{\prime}\right]\right\}$
$=g \circ f \circ \xi \circ D k \circ D \xi \circ D^{2} g_{n-2} \#-\left[\left(g \circ f \circ \xi \circ D g \circ D \phi^{\circ} \circ \circ \circ \circ D^{n-1} \phi_{\phi} \circ D^{n_{h}}\right)^{i}\right]$
$=g \circ \phi \circ D f \circ D k \circ D \xi \circ D^{2} g_{n-2}^{\#-\left[\left(g \circ \phi \circ D f \circ D g \circ D \phi \circ D^{2} h \circ \ldots \circ D^{n-1} \phi \circ D^{n} h\right)^{\prime}\right]}$
$=g \circ \phi^{\circ} D h \circ D f \circ D \xi \circ D^{2} g_{n-2} \#-\left[\left(g \circ \phi \circ D f \circ D g \circ D \phi \circ D^{2} h \circ \ldots \circ \circ D^{n-1} \rho^{n} D^{n} h\right)^{1}\right]$
$=g \circ \phi \circ D h \circ D\left(f \circ \xi \circ D g_{n-2}\right) \#-\left[\left(g * \phi \circ D f \circ D g \circ D \phi \circ D^{2} h \circ \ldots \circ D^{n-1} \circ \circ D^{n}\right)^{\prime}\right]$
and the homotopy on the left fits together with g०申०Dh०D $\left(-\left[\left(g \circ \phi \circ D h \circ \circ \circ \circ D^{n-1} h\right)^{\prime}\right]\right)$ by induction and the homotopy on the right is the remaining piece.

We now verify that the $g_{n}$ satisfy the equalities needed for an s.h.D-map. If $t_{1}=0$,

$$
\begin{aligned}
g_{n}\left(0, t_{2}, \ldots 0, t_{n}\right) & =\left.k \circ \xi \circ D g_{n-1}\right|_{t_{1}=0}=k_{0} \circ \xi \circ D g_{n-1} \\
& =\xi \circ D g_{n-1}
\end{aligned}
$$

If $t_{1}=1, g_{n}\left(1, t_{2}, \ldots, t_{n}\right)=-\left.\left[\left(g \circ \phi \circ D h \circ D \phi 0 \ldots 00 D^{n-1} \phi \circ D^{n}\right)^{\prime}\right]\right|_{t_{1}=1}$
$=\left.\left(g \circ \phi \circ D h \circ D \phi \circ \ldots \circ D^{n-1} \phi \circ D^{n} h\right)^{\prime}\right|_{t_{1}=0}$
$=\left(g \circ \phi \circ D h \circ D \phi \circ \ldots \circ D^{n-1} \phi \circ D^{n} h\right) \mid(0, \ldots, 0)$
$=g \circ \phi \circ D \phi \circ \ldots \circ D^{\mathrm{n}-1_{\phi}}$
$=g \circ \phi_{n-1}$.

If $t_{j}=0, g_{n}\left(t_{1}, \ldots, 0, \ldots, t_{n}\right)$
$=k \circ \xi \circ \operatorname{Dg}_{n-1} \#-\left.\left[\left(g \circ \phi \circ D h \circ \ldots \circ D^{n-1}{ }_{\phi} \circ D^{n_{h}}\right)^{\prime}\right]\right|_{t_{j}}=0$
$=\left.k \circ \xi \circ D g_{n-1}\right|_{t_{j}=0} \#-\left.\left[\left(g \circ \phi \circ D h \circ D \phi^{\circ} \ldots \circ D^{n_{h}}\right)^{r}\right]\right|_{t_{j}=0}$
$=\left.k \circ \xi \circ \circ g_{n-1}\right|_{t_{j}=0} \#-\left[\left.\left(g \circ \phi \circ B h \circ D \phi \circ \ldots \circ D^{n-1}{ }_{\phi} \circ B^{n} h\right)^{\prime}\right|_{t_{j}=1}\right]$
$=\left.k \circ \xi \circ D g_{n-1}\right|_{t_{j}=0} \#-\left[\left(\left.g \circ \phi \circ D h \circ D \phi \circ \ldots \circ D^{n-1} \phi_{\phi} \circ D^{n}\right|_{t_{j-1}}=0\right)!\right]$

$=\left.k \circ \xi \circ D g_{n-1}\right|_{t_{j}=0} \#-\left[\left(g \circ \phi \circ D h \circ D \phi \circ \circ \circ \circ \circ D^{j-2}{ }_{\phi} \circ D^{j-1}{ }_{\phi} \circ=\ldots \circ D^{n} h\right)^{\prime}\right]$
$=\left.k \circ \xi \circ D g_{n-1}\right|_{t_{j}=0} \#-\left[\left(g \circ \phi \circ B h \circ D \phi \circ \circ \circ \circ D^{n-1_{h} \circ D^{j-2} \mu_{n-j}}\right)^{\prime}\right]$
$=k \circ \xi \circ \operatorname{Dg}_{n-2} \circ D^{j-2} \mu_{n-j} \#-\left[\left(g \circ \phi \circ D h \circ D \phi^{\circ} \ldots \circ D^{n-1_{h} \circ D^{j-2} \mu_{n-j}}\right)^{\prime}\right]$

The next to last equality follows from the fact that $(Y, \phi)$ is a D-space and that $\mu$ is a natural transformation. Finally, if $t_{j}=1$
$g_{n}\left(t_{1}, \ldots, 1, \ldots, t_{n}\right)$
$=\left.k \circ \xi \circ D g_{n-1}\right|_{t_{j}=1} ^{\#-\left.\left[\left(g \circ \phi \circ D h \circ D \phi \circ \circ 0 \circ D^{n-1} \phi \circ D^{n} h\right)^{n}\right]\right|_{t_{j}}=1}$
$=\left.k \circ \xi \circ D g_{n-1}\right|_{t_{j}}=1 \#-\left[\left.\left(g \circ \phi \circ D h \circ D \phi \circ \circ \circ \circ D^{n-1} \phi \circ D^{n} h\right) \cdot\right|_{t_{j}}=0\right]$
$=\left.k \circ \xi \circ D g_{n-1}\right|_{t_{j}=1} ^{\#-\left[\left(\left.g \circ \phi \circ D h \circ D \phi \circ \ldots \circ D^{n-1}{ }_{\phi} \circ D^{n} h\right|_{\left(t_{1}, \ldots, t_{j-1}, 0, \ldots, 0\right)^{\prime}}\right]\right.}$
$=\left.k \circ \xi \circ D g_{n-1}\right|_{t_{j}=1} \#-\left[\left(g \circ \phi \circ D h \circ D \phi \circ \ldots \circ D^{\left.\left.j-1_{h} \circ D^{j-1}{ }_{\phi \circ D^{j}}{ }_{\phi \circ} \ldots \ldots \circ D^{n-1}{ }_{\phi}\right)^{\prime}\right]}\right.\right.$
$=k \circ \xi \circ D g_{j-2} \circ D^{j-1} \phi_{n-j} \#-\left[\left(g \circ \phi \circ D h \circ D \phi \circ \ldots \circ D^{j-1} h\right)^{\prime}\right] \circ D^{j-1} \phi_{n-j} \circ$

We conclude this proof by showing that fog is homotopic to ly as an s.h.D-map. Define an s.h.D-homotopy $p_{n}: I^{n+1} \times D^{n} Y \rightarrow Y$ by

$$
p_{n}=-\left[\left(h \circ \phi \circ D h \circ \ldots \circ D^{n-1} \rho_{\phi} D^{n}\right)^{\prime}\right]
$$

If $t_{1}=1$, we have

$$
\begin{aligned}
P_{n} & =-\left.\left[\left(h \circ \phi 0 \ldots \circ D^{n} h\right)^{\prime}\right]\right|_{t_{1}}=1 \\
& =\left.\left(h \circ \phi \circ \ldots \circ D^{n} h\right)^{\eta}\right|_{t_{1}}=0 \\
& =\left.\left(h \circ \phi \circ \ldots \circ D^{n} h\right)\right|_{(0, \ldots 0,0)} \\
& =\phi^{\circ} \ldots \ldots \circ D^{n-1} \phi
\end{aligned}
$$

which is the canonical soh.D-structure for the identity map. If $t_{1}=0$, we have
$p_{n}=-\left.\left[\left(h \circ \phi 0 \ldots 0 D^{n}\right)^{n}\right]\right|_{t_{1}=0}$
$=-\left[\left.\left(h \circ \phi \circ \ldots 00 D^{n} h\right)^{\prime}\right|_{t_{1}=1}\right]$
$=-\left[\#\left(\left.h \circ \phi 0 \ldots \circ D^{n} h\right|_{t_{i}=1}\right)^{\prime}\right]$
$=\#-\left[\left(h \circ \phi 0 \ldots \circ D^{i-2} \phi \circ D^{i-1_{f}} \circ D^{i-1} g \circ \ldots \circ D^{n_{h}}\right)^{\prime}\right] \#-\left[\left(f \circ g \circ \phi \circ \ldots \circ D^{n_{h}}\right)^{1}\right]$
$=\#-\left[\left(h \circ \phi 0 \ldots \circ D^{i-2} h \circ D^{i-2} f \circ D^{i-1} \xi \circ D^{i-1} g \circ \ldots \circ D^{n_{h}}\right)^{\prime}\right] \#-\left[\left(f \circ g \circ \phi \circ \ldots \circ D^{n_{h}}\right)^{\prime}\right]$ since f is a D -map
$\simeq \#-\left[\left(h^{\circ} \phi \circ \ldots \circ D^{i-3} \circ \circ D^{i-2} f \circ D^{i-2} k \circ D^{i-1} \mathcal{F}_{\xi} \ldots \ldots \circ D^{n_{h}}\right)^{\prime}\right] \#-\left[\left(f \circ g \circ \phi \circ \circ \ldots \circ D^{n_{h}}\right)^{\prime}\right]$ by Lemma 9.1
$\left.\approx \#-\left[f \circ k \circ \xi \circ D k \circ D \xi \circ \ldots \circ D^{i-2} k \circ D^{i-1} \xi \circ B^{i-1} g \circ \ldots \circ \circ B^{n_{h}}\right)^{\prime}\right] \#-\left[\left(f \circ g \circ \phi \circ \ldots \circ D^{n} h\right)^{\prime}\right]$ by iteration of the two previous steps

$=f \circ\left\{\operatorname{ko\xi } \circ \mathrm{Dg}_{\mathrm{n}-1} \#-\left[\left(\mathrm{g} \circ \phi \circ \mathrm{Dh} \circ \ldots \ldots \circ \mathrm{D}_{\mathrm{n}}\right)^{\prime}\right]\right\}$
$=\operatorname{fog}_{\mathrm{n}}$
which is our canonical s.h.D-structure for a composition of a D-map with an s.h.D-map.

The other equalities may be checked by a similar argument and thus our proof is completed.

## Appendix

We present here a geometrical alternative to Definition 3.1 and discuss some of its consequences.

Befinition Al: Let $\left(X,\left\{\xi_{n}\right\}\right)$ and ( $Y,\left\{\phi_{n}\right\}$ ) be s.h.D-spaces and let $f: X \rightarrow Y$ be a map. Then $f$ is an $S . h . D-m a p$ if there exists a collection of homotopies

$$
f_{n}: I^{n} \times D^{n} X+Y
$$

such that


The concept of a homotopy between two such maps is a direct generalization of Definition 3.3.

We may also generalize Corollary 5.2 to conclude that there is a one to one correspondence between homotopy classes of s.h.D-maps from $X$ to $Y$ and homotiopy classes of $D$-maps from UX to

there is a well-defined category whose objects are s.h.D-spaces and whose morphisms are homotopy classes of sohoD-maps; in addition, $U$ is a fully faithful functor from this category to $\mathrm{hD}[T]$ 。 This machinery may be used to provide an alternate proof of the homotopy invariance Theorem 6.2.

Throughout this work, we utilized geometrical complexes 'whose vertices indexed homotopic maps in various s.h.D-structures. We present here a typical counting argument used in formulating an s.h.D-structure. We analyze Definition Al, that of an S.h.D-map between S.h.D-spaces. Recall that the parameter space in the definition is a cube with one face subdivided. The reason for this is that a one-to-one correspondence between the vertices of the complex and the distinct maps $D^{n} X \rightarrow Y$ is needed. The argument that follows should be considered as joint work with Bob Ramsay.

Let us first count the distinct maps $D^{n} X+Y$ inductively. Let \#(n) denote this number and assume that we know \# (n - 1 ). Now compose each of the $\#(n-1)$ maps with first $D^{n-1} \xi_{\text {; }}$ then compose each of the original $\#(n-1)$ maps with $D^{n-2} \mu$. This gives us $2 \#(n-1)$ distinct maps $D^{n} X \rightarrow Y$. This, however, does not account for all possible such maps. To obtain the remaining ones, consider all compositions of the form
where in the $i^{\text {th }}$ blank we may use either $D^{i+1} \phi$ or $D^{i-1} \mu_{n-i-3}$, $i=1, \ldots, n-2$. We thus have $2^{n-2}$ additional maps which are all distinct. We claim that $\#(n)=2 \#(n-1)+2^{n-2}$. The
verification that all of the above maps are distinct and form the complete set of such is tedious but straightforward；one utilizes the properties of $\mu$ in the definition of a monad and the fact that there are $n$ disiinct maps $D^{n} X \rightarrow D^{n-1} X$ given by $D^{n-1}{ }_{\xi}$ and $D^{i_{n-2-i}}$ with $i=0, \ldots, n-2$ 。

We now turn our attention to the subdivided cubes．Recall that we subdivided the $t_{1}=0$ face of $I^{n}$ into $n$ cubes of dimension n － 1 according to the relation

$$
\left\{t_{1}, \ldots 0, t_{i} \leq \frac{1}{2}, t_{i+1} \geq \frac{1}{2}, t_{i+k} \text { is arbitrary }\right\}
$$

where $i=1, \ldots, n$ and $k=2, \ldots, n-i$ ．We want to count the number of vertices of this new complex．First，there are the $2^{n}$ vertices from $I^{n}$ where each of the $n$ coordinates is either 0 or 1 ．To count the others，fix $i$ as above and let $t_{i+1}=\frac{1}{2}$ ． Since $t_{1}=0$ ，the coordinates of a vertex are given by $\left(0, \ldots, \frac{1}{2}, \ldots\right)$ where there are $i-1$ blank coordinates to the left of $\frac{1}{2}$ and $n-i-1$ to the right of $\frac{1}{2}$ ．To the left，we may fill in either 0 or $\frac{1}{2}$ ；to the right we may fill in either 0 or 1 ．At any rate，we get $2^{n-2}$ vertices this way．But $i$ may vary over $n-1$ positions．Thus we have $(n-1) 2^{n-2}$ vertices of this type and thus have a total of $2^{n}+(n-1) 2^{n-2}$ vertices． To see that the number of vertices agrees with the number of distinct maps $D^{n} X \rightarrow Y$ ，it is easy to check that the number $2^{n}+(n-1) 2^{n-2}$ satisfies the equality $\#(n)=2 \#(n-1)+2^{n-2}$ ．
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The cited papers contain a number of misprints, mistakes, and results since generalized. We indicate where changes should be made in the following list. Minor errors are indicated by line, with the material to be changed underlined (but mathematically irrelevant typographical errors have generally been ignored). The list also includes references to work by other authors which adds to the results of [G] and [ $G^{\prime}$ ].

1. [A, p. 158, line 11]: $\quad \cdots\left\{X_{\gamma\left(j_{1}\right)} \otimes \ldots \otimes X_{\gamma\left(j_{p}\right)} \mid \gamma \in G, j_{1} \leq \ldots \leq j_{p}, j_{1}<j_{p}\right\} . \cdots$
2. In view of the geometric construction of the homology operations analyzed by Cohen in III, there is no longer any real reason to use the categories $\zeta(\mathrm{p}, \mathrm{n})$ for $n<\infty$ in [A, §2 and §3]. Restriction to the case $n=\infty$ would allow some simplification of notations.
3. $\left[A, p .161\right.$, line -4]: $\ldots D_{i}(x)=\theta_{*}\left(e_{i} \otimes x^{p}\right), \ldots$
4. In the cohomology of spaces, [A, 6.8 (p.188)] was first proven in
T. Yamanoshita. On certain cohomological operations. J. Math.

Soc. Japan 8(1956), 300-344.
5. $\quad[A, p .193$, line 14$]: \quad \cdots(D \times 1) D=(1 \times D) D \ldots$
6. $[A, 10.2(p .214)]$ is clearly false in the case $p=2$ and $t>1$, where $H^{*}\left(Z_{2}, 1, Z_{2}\right)=E\left(i_{1}\right) \otimes P\left(\beta_{t} i_{1}\right)$ just as in the pase $p>2$. Therefore, when $n=1$ and $p=2,[A, 10.3]$ only holds for $t=1$.
7. The letter $S$ was used for suspension in [G]. This standard notation is very awkward, and $\Sigma$ has been used in [G], [R], and the present volume.
8. The weak Hausdorff rather than the Hausdorff property should be required of spaces in $\mathscr{J}$ and $\mathcal{U}[G, p .1]$ in order to validate some of the limit arguments used in [G].
9. : [G, p. 4, line -2]: ... highly ..
10. An elaboration of the proof of $[G, 1.9$ (p. 8)] should show that if $\zeta$ is an $E_{\infty}$ operad, then the product on a $\zeta$-space is an s.h. C-map (in the sense defined by Lada in V).
11. $[G, 3.4(\mathrm{p} .22)]$ is improved in $\left[\mathrm{G}^{\prime}\right.$, A. 2].
12. The proof of $[G, 4.8$ ( p .35 ) ] is not quite correct since the specified homotopy $h: 1 \simeq f g$ is not a homotopy through points of $\zeta_{n}(j)$ : the disjoint image requirement can be violated. The remedy is to first linearly shrink points $c \in \zeta_{n}(j)$ to their maximal inscribed equidiameter points and then linearly expand the resulting points to the maximal equidiameter points $\mathrm{fg}(\mathrm{c})$.
13. The category $\mathcal{Z}_{\infty}$ specified on [G, p. 40] is obviously appropriate to infinite loop space theory. It is now known that this category (or better, its coordinate-free equivalent) is also the appropriate starting point for the construction of a good stable homotopy category. See $[R$, ch. II $]$ for a summary. Full details will appear in
J.P. May. The stable homotopy category and its applications. (Part of a forthcoming Monograph of the London Math. Soc.)
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3), 213-221.
sserts that $\alpha_{n}: C_{n} X \rightarrow \Omega^{n} \Sigma^{n} X$ is a group completion
.3], and this statement is also an immediate consequence ations in III.
eresting generalization of the approximation theorem (from a ant about the configuration spaces of $\mathrm{R}^{\mathrm{n}}$. to a statement about the figuration spaces of smooth manifolds) has been given in
D. McDuff. Configuration spaces of positive and negative particles. Topology 14(1975), p.91-107.
16. A basic application of the approximation theorem has been given in V.P.Snaith. A stable decomposation of $\Omega^{n} S^{n} X$. J. London Math. Soc. 7(1974), 577-583.

Snaith shows that, for a connected space $X$, the suspension spectrum of $C_{n} X \simeq \Omega^{n} \Sigma^{n} X$ splits as the wedge of the suspension spectra of $F_{j} C_{n} X / F_{j-1} C_{n} X=e\left[\zeta_{n}(j), \Sigma_{j}, \dot{X}\right]$. (See [G, p.14] for the notation.) In his thesis (Northwestern Univ.1975), P. O. Kirley proves that, for $n \geq 2$, there is no finite $r$ such that $\Sigma^{r} \Omega^{n} \Sigma^{n} X$ splits as $V_{j} \Sigma^{r} e\left[\zeta_{n}(j), \Sigma_{j}, X\right]$.
17. As explained in [G', A.5], the notion of strict propriety introduced in [G,11.2(p.102)] is unnecessary.
18. $[G, p .103$, line -3]: $\ldots \mathbf{X}, Y \in \notin U, \ldots$
19. [G, p. 104, line 3]: $\ldots \quad v=\left(t_{0}^{\prime}, \ldots, t_{q}^{\prime}\right) \in \Delta_{q}$.
20. [G, 11.13(p.109)] is improved in [G', A. 4].
21. As will be discussed in 30 , when $n \geq 2,[G, 13.1$ (ii) (p.129)] generalizes in the non-connected case to the assertion that $B\left(\alpha_{n} \pi, 1,1\right)$ is a group completion. It follows that [G, 13.1 (iii)] remains true when $Y$ is ( $n-1$ )-connected, that $[G, 13.2$ ( $p .132$, misnumbered as 13.3 )] remains true when $g$ is a group completion rather than a weak equivalence, and that [G, 13.4] remains true when $X$ is grouplike.
22. In [G, 13.5(ii) (p.134)], the connectivity hypothesis on $X$ is unnecessary. To see this, merely use $[G, 3.7]$ and $\left[G^{\prime}, A .2(i i)\right.$ and A. 4] in place of $[G, 3.4$ and 11.13] in the proof.
23. [G, p. 136, line -5]: The reference should be to [ $G^{\prime}$ ], not [21].
24. As was proven in $\left[G^{\prime}, 2.3\right],[G, 14.4(i i)$ (p.144)] generalizes in the nonconnected case to the assertion that $\mathrm{B}\left(\alpha_{\infty} \pi_{\infty}, 1,1\right)$ is a group completion. It follows that $[G, 14.4(v i)]$ remains true when each $Y_{i}$ is (i-1)-connected, that [ $G, 14.5$ ] remains true when $g$ is a group completion, and that [G, 14.6] remains true when $\Omega^{j_{Y}}$ is connective and (in its second part) when $X$ is arbitrary . Again, by $\left[G^{\prime}, 3.1\right]$, $X$ need not be connected in [G, 14.8], and [G,14.7 and 14.9] remain true when $X$ is (i-1)-connected.
25. The discussion of connectivity hypotheses and homotopy invariance
in [G, p. 156-160] are of course obsolete.
26. [G, p. 166, 1ine -8]:

$$
\text { -8]: }(S u)[x, s]= \begin{cases}4 s u(x) & \text { if } 0 \leq s \leq 1 / 4 \\ u(x) & \text { if } 1 / 4 \leq s \leq 3 / 4 \\ (4-4 s) u(x) & \text { if } 3 / 4 \leq s \leq 1\end{cases}
$$

27. In $\left[G^{\prime}, \S 1\right]$, it is asserted that $\zeta: G \rightarrow \Omega B G$ is a group completion if the monoid $G$ and the $H$-space $\Omega B G$ are both admissible in the sense of [G', 1.3]. This restriction allows the simple proof given in
J. P. May. Classifying spaces and fibrations. Memoirs Amer. Math. Soc. 155 (1975).

A convincing, and not very much more difficult, proof assuming only that $\pi_{0} G$ is central in $H_{*} G$ has since been given in
D. McDuff and G.Segal. Homology fibrations and the "group completion" Theorem. Preprint.
(Both proofs were suggested by unpublished arguments of Quillen.)
28. The proof of $\left[G^{\prime}, 2.1\right]$ is incomplete, since the assertion that $X$ or $B(M, C \times M, X)$ is strongly homotopy commutative is not obvious. The verification is unnecessary if one is willing to use the strengthened version of the group completion theorem cited in 27. Alternatively, a simple rigorous proof of $\left[G^{\prime}, 2.1\right]$ is given in [R, VI 2.7(iv)].
30. By 14 and a comparison of the proofs of $[G, 13.1]$ and $\left[G^{\prime}, 2.3\right]$, the generalization of the former result cited in 21 requires only the appropriate analog of $\left[G^{\prime}, 2.1\right]$. Here I know of no construction to which the weaker form of the group completion theorem applies. For a local equivalence $D \rightarrow \zeta_{n}$ of $\Sigma$-free operads with $n \geq 2$, we require a functor $G$ and natural group completion $g: X \rightarrow G X$ for $\mathcal{A}$-spaces $X$. We assume that

1 = $\zeta \times \zeta_{\mathrm{n}}$ where $\zeta$ is locally contractible (since all known examples are of this form). We define

$$
\mathrm{GX}=\Omega \mathrm{BB}\left(\mathrm{M}, \mathrm{C} \times \mathrm{C}_{1}, \mathrm{X}\right)
$$

and let $\mathrm{g}: \mathrm{X} \rightarrow \mathrm{GX}$ be the following composite:

$$
X \xrightarrow{T(n)} \mathrm{B}\left(\mathrm{C} \times \mathrm{C}_{1}, \mathrm{C} \times \mathrm{C}_{1}, \mathrm{X}\right) \xrightarrow{\mathrm{B}(\varepsilon, 1,1)} \mathrm{B}\left(\mathrm{M}, \mathrm{C} \times \mathrm{C}_{1}, \mathrm{X}\right) \xrightarrow{\zeta} \mathrm{GX}
$$

Then $T(\eta)$ and $B(E, 1,1)$ are equivalences of $H$-spaces by [ $G, 9.8$ ] and
[G,3.7 and G'A. 2(ii) and A. 4(ii)], while $\zeta$ is a group completion by 27.
Here $X$ is regarded as a $\zeta \times \zeta_{1}$-space by pullback along the inclusion $\zeta \times \zeta_{1} \subset \zeta \times \zeta_{n}$.
31. [G', 3.7 (p.76-the second result labeled 3.7)] is incorrect. The error occurs on line -7 , from which a factor $\sigma\left(j_{1}, \ldots, j_{k}\right)$ has been omitted on the right side of the equation. With this factor, $v$ on line -5 depends on $\sigma$ and the argument collapses. (See also [R, VI. 2.7(v) and (vi)].)
32. A more structured version of [G', 4. 2] is given in [R, VI. 3. 2].
33. $\left[G^{\prime}\right.$, p. 82, line 1]: $\quad \widetilde{\Sigma}_{k} \times \widetilde{\Sigma}_{j_{1}} \times \ldots \times \widetilde{\Sigma}_{j_{k}} \times a^{j} \xrightarrow{\gamma \times 1} \tilde{\Sigma}_{j} \times a^{j}$.
34. [G', p. 82, line 5]: $\tilde{\gamma}\left(\sigma ; \tau_{1}, \ldots, \tau_{k}\right)=\tau_{\sigma^{-1}(1)} \oplus \ldots \oplus \tau_{\sigma^{-1}(k)} \cdot \sigma\left(j_{1}, \ldots, j_{k}\right)$
35. The consistency with Bott periodicity asserted in the next to last para-
graph of [ $G^{1}, \mathrm{p} .85$ ] is proven rigorously in [R, VIII §1].
36. A quick proof of $\left[\mathrm{G}^{\prime}, \mathrm{A} .1\right]$ will appear in
J.P. May. On duality and completions in homotopy theory. (Part of a forthcoming Monograph of the London Math. Soc.)
37. [G', p. 90 line 3 (of top diagram)]: $X_{q+1} \times \Delta_{q+1} \rightarrow F_{q+1}|X|$.
38. $\left[G^{\prime}, p, 90\right.$ line 4]: where $g\left(s_{i}, x, u\right)=\left|x, \sigma_{i} u\right|$ and $g\left(x, \delta_{i} v\right)=\left|a_{i} x, v\right| \ldots$


[^0]:    ${ }^{1}$ Incidentally, the claim there ( $p$. VII) that [G] failed to apply to non $\boldsymbol{\Sigma}$-free operads is based on a misreading; see [G, p. 22].

[^1]:    My letters to 'Tsuchiya pointing out the difficulty went unanswered.

[^2]:    Obviously the diagram

[^3]:    Compare this remark to remark 6.1.

