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Abstract. Developing foundational notions in the theory of Riemann sur-

faces, we prove the Riemann-Roch Theorem and Abel’s Theorem. These no-
tions include sheaf cohomology, with particular focus on the zeroth and first

cohomology groups, exact cohomology sequences induced by short exact se-

quences of sheaves, divisors, the Jacobian variety, and the Abel-Jacobi map.
The general method of proof involves basic algebra and complex analysis.
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1. Introduction

The theorems of Riemann-Roch and Abel are two fundamental results in alge-
braic geometry. As part of the “amazing synthesis” which David Mumford describes
in the appendix to The Red Book of Varieties and Schemes, these theorems can be
proved analytically when we restrict to algebraic curves over C. In the following
exposition, we pursue the analytic viewpoint from the theory of Riemann surfaces,
incorporating sheaf cohomology, Jacobian varieties, and the Abel-Jacobi map. Our
hope is that the method of proof, while drawing only from basic algebra and com-
plex analysis, gives a small hint of some “synthesis.”

Definition 1.1. A Riemann surface is a pair (X,Σ) where X is a connected man-
ifold of real dimension 2 and Σ is a complex structure.

We assume basic knowledge of Riemann surfaces, including complex structure,
holomorphic and meromorphic functions, differential forms, and integration of dif-
ferential forms. Also, elementary facts about meromorphic functions on compact
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Riemann surfaces will be used freely, e.g., the number of poles minus the number
of zeros of a meromorphic function, counted with multiplicity, is 0.

Notation 1.2. For each open U ⊂ X, let
(1) E(U), O(U), M(U) be the sets of smooth functions (in the R2 sense),

holomorphic functions, and meromorphic functions on U , respectively,
(2) E1(U), E2(U) E(1,0)(U), and E(0,1)(U) be the sets of smooth 1-forms, smooth

2-forms, smooth 1-forms of type (1, 0), and smooth 1-forms of type (0, 1)
on U , respectively,

(3) and Ω(U) be the set of holomorphic 1-forms on U .
Each set is an abelian group under pointwise addition of functions.

Additionally, we assume basic knowledge about holomorphic maps between Rie-
mann surfaces. We state briefly the main results we shall need (See [4]).

Theorem 1.3 (Local Normal Form). Let f : X → Y be a nonconstant holomorphic
map between two Riemann surfaces. For each x ∈ X, let (V, ψ) be a chart centered
at f(x). Then there exists a chart (U, φ) centered at x and integer m ≥ 1 such that

F (z) := ψ ◦ f ◦ φ−1(z) = zm.

The integer m is independent of charts and is called the multiplicity of f at x,
denoted multxf .

A point x ∈ X such that multxf > 1 is called a ramification point of f , and a
point y ∈ Y that is the image of a ramification point under f is called a branch
point of f .

A nonconstant holomorphic map f : X → Y between Riemann surfaces is an
open map. If in addition X is compact, then f is surjective and finite-to-one.
Furthermore, f has only finitely many branch points, y1, y2, . . . , yk. It follows from
Theorem 1.3 that f is an n-sheeted covering map over Y − {y1, . . . , yk} for some
n ≥ 1.

Finally, given an open covering of a compact Riemman surface, we shall assume
the existence of a partition of unity subordinate to the open cover.

2. Sheaves and Sheaf Cohomology

In this section, we introduce the notions of sheaves and sheaf cohomology. With
an eye toward the Riemann-Roch Theorem, we focus on the construction of only the
zeroth and first cohomology groups, but the construction can be easily generalized
to the higher-order groups.

Definition 2.1. Let X be a topological space. Let

F = {F(U) |U ⊂ X open}
be a collection of abelian groups and

ρ = {ρUV : F(U)→ F(V ) |V ⊂ U ⊂ X open}
be a collection of group homomorphisms with the conditions

ρUU = idF(U)

and
ρVW ◦ ρUV = ρUW
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for all open W ⊂ V ⊂ U ⊂ X. For f ∈ U , we shall denote ρUV (f) as f |V . In the
above notation, a sheaf on X is a pair (F , ρ) satisfying the following sheaf axioms.
For any open U ⊂ X and any open cover {Ui}i∈I of U ,

(1) if f, g ∈ F(U) and f |Ui = g|Ui for all i ∈ I, then f = g ;
(2) if fi ∈ F(Ui) and fi = fj in F(Ui ∩ Uj) for each i, j ∈ I , then there exists

f ∈ F(U) such that f |Ui = fi for all i ∈ I.

For each function listed in 1.2, the collection of abelian groups ranging over all
open U ⊂ X with the natural restriction maps makes a sheaf on X. The elements
of ρ are called restriction homomorphisms in light of such examples.

Given a sheaf F on a topological space X, we would like to examine the sheaf
structure locally, especially when the group elements are functions and the ho-
momorphisms are the natural restriction maps. For x ∈ X, the set I := {U ⊂
X open |x ∈ U} is a directed set under inclusion, and the sets {F(U) |U ∈ I} and
{ρUV |V ⊂ U and U, V ∈ I} together form a directed system. Then the stalk of F
at x is the direct limit

Fx := lim
→
F(U).

Definition 2.2. Let F be a sheaf on a topological space X. Let U = {Ui}i∈I be
an open cover of X. A q-cochain is a tuple (fi0,i1,...,iq )(i0,i1,...,iq)∈Iq where

fi0,i1,...,iq ∈ F(Ui0 ∩ Ui1 ∩ · · · ∩ Uiq ).

The set of all such q-cochains under addition is an abelian group called the qth-
cochain group with respect to U , denoted by Cq(U ,F).

The cochain groups lend themselves to a chain complex, constructed as follows.
Fix a covering U of X. Define δ0 : C0(U ,F)→ C1(U ,F) by

δ0(fi)i∈I = (fij)i,j∈I
where fij = fi − fj for all i, j ∈ I ; here, the operation is understood to be on the
restrictions of fi and fj to Ui∩Uj . In like manner, define δ1 : C1(U ,F)→ C2(U ,F)
by

δ1(fij)i,j∈I = (fijk)i,j,k∈I
where fijk = fjk − fik + fij for all i, j, k ∈ I. Again, the operations are understood
to be on the restrictions to Ui ∩ Uj ∩ Uk. Clearly, δ0 and δ1 are homomorphisms,
and δ1 ◦ δ0 = 0. Hence, the sequence

0 // C0(U ,F) δ0 // C1(U ,F) δ1 // C2(U ,F)

is a chain complex, and we define the first cohomology group with respect to U to
be

H1(U ,F) := Kerδ1/Imδ0.

Similarly, we define the zeroth cohomology group with respect to U to be

H0(U ,F) = Kerδ0/Im
(
0→ C0(U ,F)

)
= Kerδ0.

For q = 0, 1, elements of Zq(U ,F) := Kerδq are called q-cocycles. Observe that
0-cocycles satisfy

(2.3) fi = fj , for all i, j ∈ I
and 1-cocycles satisfy

(2.4) fjk = fik + fij for all i, j, k ∈ I.
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Elements of Imδq are called q-coboundaries. If (fij)i,j∈I ∈ Z1(U ,F) is also a 0-
coboundary, then there exists (gi) ∈ C0(U ,F), such that

fij = gi − gj for all i, j ∈ I
and (fij) is said to split.

As defined, the zeroth cohomology group is practically independent of the cover.
The relation (2.3) and sheaf axiom I imply that for every (fi) ∈ Kerδ0, there exists
f ∈ F(X) such that f |Ui = fi for all i ∈ I. So H0(U ,F) ∼= F(X). We therefore
define the zeroth cohomology group of X with coefficients in F to be simply

H0(X,F) := F(X).

However, the first cohomology group generally depends on the cover. To elimi-
nate this dependence, we make the collection of open coverings of X into a directed
set and take a direct limit. Let U = {Ui} be an open cover of X. An open cover
V = {Vk}k∈K of X is a refinement of U , denoted V ≤ U , if for every k ∈ K, there
exists an i ∈ I such that Vk ⊂ Ui. Given a refinement V, let t : K → I be a map
sending k to an i such that Vk ⊂ Ui. Then define τUV : C1(U ,F) → C1(V,F) by
τUV (fij) = (gkl) where

gkl = ft(k),t(l)|Vk∩Vl for all k, l ∈ K.

As is easily verified, τUV preserves 1-cocycles and 0-coboundaries. Hence, τUV induces
a homomorphism

τUV : H1(U ,F)→ H1(V,F).
One can demonstrate, in fact, that this map on cohomology with respect to open
covers is independent of the function t, is injective, and satisfies two conditions:

τUU = idH1(U,F)

and
τVW ◦ τUV = τUW , for allW ≤ V ≤ U .

Then we define the first cohomology group of X with coefficients in the sheaf F to
be

H1(X,F) := lim
→
H1(U ,F).

Proposition 2.5. Let X be a compact Riemann surface. Then H1(X, E) = 0.

Proof. Let U = {Ui}i∈I be an open cover of X. There exists a partition of unity
{ψi}i∈I subordinate to U . Take (fij)i,j∈I to be a representative of an element of
H1(U , E). Then for each j ∈ I, ψjfij can be extended smoothly to Ui by giving it
the value 0 outside its support. Let

gi :=
∑
j∈I

ψjfij .

For each x ∈ X, gi(x) has only a finite number of summands, so gi is indeed an
element of E(Ui). Observe that, on Ui ∩ Uj ,

gi − gj =
∑
k∈I

ψkfik −
∑
k∈I

ψkfjk =
∑
k∈I

ψk(fik − fjk) =
∑
k∈I

ψkfij = fij .

So (fij) ∈ Imδ0, implying H1(U , E) = 0. �

As the next theorem shows, cohomology is the same as cohomology relative to
a special open cover, called a Leray cover.



AN ANALYTIC APPROACH TO THE THEOREMS OF RIEMANN-ROCH AND ABEL 5

Theorem 2.6 (Leray). Let F be a sheaf on the Riemann surface X. Suppose
U = {Ui}i∈I is an open cover of X such that

H1(Ui,F) = 0 for all i ∈ I.

Then H1(X,F) ∼= H1(U ,F).

Proof. We show that for any refinement V = {Vk}k∈K of U , the homomorphism

τUV : H1(U ,F)→ H1(V,F)

is an isomorphism. This map is injective as noted above, so it remains only to show
surjectivity.

Let (fkl)k,l∈K ∈ Z1(V,F). For each i ∈ I, W := {Ui ∩ Vk}k∈K is an open cover
of Ui. Since H1(Ui,F) = 0 and the canonical homomorphism

H1(W,F)→ H1(Ui,F)

is injective, we have H1(W,F) = 0. So there exists (gik)k∈K ∈ C0(W,F) such that

(2.7) fkl = gik − gil on Ui ∩ Vk ∩ Vl.

Then for j ∈ I,
gik − gjk = gil − gjl on Ui ∩ Uj ∩ Vk ∩ Vl.

So by sheaf axiom II, for each k ∈ K, there exists hij ∈ F(Ui ∩ Uj) such that

(2.8) hij = gik − gjk on Ui ∩ Uj ∩ Vk.

We see that (hij) satisfies Equation (2.4) and hence is in Z1(U ,F).
Now, for the refinement V of U , fix a map t : K → I as above, and let mk =

gtk,k ∈ F(Vk). Then by Equations (2.7) and (2.8) , on Vk ∩ Vl,

htk,tl − fkl = gtk,k − gtl,k − (gtl,k − gtl,l) = gtk,k − gtl,l = mk −ml.

Thus, (htk,tl) and (fkl) are cohomologous, implying τUV is surjective. �

3. The Exact Sequence of Sheaves

In this section, we explain how maps between sheaves on a topological space X
induce maps between cohomologies with coefficients in these sheaves. This concept
will be key in proving the Riemann-Roch Theorem.

Let (F , ρ) and (G, %) be two sheaves on a topological space X. A sheaf homo-
morphism α : F → G is a collection of homomorphisms

{αU : F(U)→ G(U) |U ⊂ X open}

such that for all open V ⊂ U ⊂ X, the diagram

F(U)
αU //

ρUV
��

G(U)

%UV
��

F(V )
αV

// G(V )

commutes. One can easily check that a sheaf homomorphism induces a homomor-
phism on stalks, αx : Fx → Gx for all x ∈ X. Then a sequence of sheaves

F α // G
β // H
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is said to be exact if, for all x ∈ X, the induced sequence

Fx
αx // Gx

βx // Hx

is exact. In particular, a sequence of sheaves

0 // F α // G
β // H // 0

is said to be short exact if the induced sequence on stalks is short exact.
The following proposition follows quickly from the definitions.

Proposition 3.1. Suppose 0 // F α // G
β // H is an exact sequence of

sheaves. Then for every open subset U ⊂ X, the sequence

0 // F(U) α // G(U)
β // H(U)

is exact.

As expected, a sheaf homomorphism α : F → G induces homomorphisms on
cohomology,

αq : Hq(X,F)→ Hq(X,G), q = 0, 1.

The map α0 is just αX : F(X) → G(X), while the map α1 is obtained as follows.
The homomorphism α∗ defined by α∗(fij) = (αUi∩Ujfij) preserves cocycles and
coboundaries. Thus, it induces a homomorphism

α∗ : H1(U ,F)→ H1(U ,G).

Since α∗ commutes with τUV as defined above, it induces a homomorphism

α1 : H1(X,F)→ H1(X,G).

To see how a short exact sequence of sheaves

(3.2) 0 // F α // G
β // H // 0

induces an exact cohomology sequence, we must define a map

δ∗ : H0(X,H)→ H1(X,F)

called the connecting homomorphism. Let h ∈ H0(X,H) = H(X). Since βx : Gx →
Hx is surjective for each x ∈ X, there exists an open cover U = {Ui}i∈I and a
0-cochain (gi) ∈ C0(U ,G) such that

β(gi) = h|Ui for every i ∈ I.

Thus, β(gi − gj) = 0 on Ui ∩ Uj for all i, j ∈ I. By Proposition 3.1, there exists
(fij) ∈ C1(U ,F) such that

α(fij) = gi − gj for all i, j ∈ I.

So α(fjk−fik +fij) = 0. Again by Proposition 3.1, this implies fjk−fik +fij = 0,
so (fij) ∈ Z1(U ,F). Let δ∗(h) be the cohomology class of (fij) in H1(X,F). One
can verify that δ∗(h) is independent of the choices made, so δ∗ is well-defined.
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Theorem 3.3. The short exact sequence of sheaves in (3.2) induces an exact co-
homology sequence,

0 // H0(X,F) α0
// H0(X,G)

β0
// H0(X,H)

δ∗

��
H1(X,H) H1(X,G)

β1
oo H1(X,F)

α1
oo

The proof is tedious but elementary. See [1] for detials.

4. The Genus of a Compact Riemann Surface

Appearing in the Riemann-Roch formula, the genus g of a Riemann surface X
is defined to be the dimension of H1(X,O) as a C-vector space. The task of this
section is to show that g is finite if X is compact. We first solve the inhomogeneous
Cauchy-Riemann equation, from which we determine a Leray cover for the sheaf
O.

Lemma 4.1. Suppose g ∈ E(C) has compact support. Then there exists f ∈ E(C)
such that

∂f

∂z̄
= g

Proof. Define f : C→ C by

f(ζ) =
1

2πi

∫∫
C

g(ζ + z)
z

dz ∧ dz̄.

Letting z = reiθ, we have

f(ζ) = − 1
π

∫∫
C

g(ζ + reiθ)
eiθ

dr dθ.

Since g has compact support, this integral is finite. Furthermore, we have all the
conditions for differentiating under the integral,

∂f

∂ζ̄
= − 1

π

∫∫
C

∂g(ζ + reiθ)
∂ζ̄

e−iθdr dθ.

Now, let Bε = {z ∈ C | ε ≤ |z| ≤ R} where R is sufficiently large so that Bε properly
contains the support of g. In the original coordinates,

∂f

∂ζ̄
=

1
2πi

lim
ε→0

∫∫
Bε

∂g(ζ + z)
∂ζ̄

1
z
dz ∧ dz̄

=
1

2πi
lim
ε→0

∫∫
Bε

∂

∂z̄

(g(ζ + z)
z

)
dz ∧ dz̄

=
1

2πi
lim
ε→0

∫
|z|=ε

g(ζ + z)
z

dz

where we have used Stoke’s Theorem to obtain the last integral. This integral is
just the average of g over the circle of radius ε centered at ζ, so the limit is g(ζ). �

A standard compact exhaustion argument generalizes the result in Lemma 4.1
to g without compact support.
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Theorem 4.2. Let 0 < R ≤ ∞, and let X = {z ∈ C | |z| < R}. Suppose g ∈ E(X).
Then there exists f ∈ E(X) such that

∂f

∂z̄
= g.

Corollary 4.3. With X as in the theorem, H1(X,O) = 0.

Proof. Let U = {Ui}i∈I be an open cover of X. Take (fij) ∈ Z1(U ,F) ⊂ Z1(U , E).
By Proposition 2.5, H1(U , E) = 0, so there exists (gi) ∈ C0(U , E) such that

fij = gi − gj on Ui ∩ Uj .
Then ∂̄gi = ∂̄gj for all i, j ∈ I, so by sheaf axiom II, there exists h ∈ E(X) such that
h|Ui = ∂̄gi. By the theorem, there exists g ∈ E(X) such that ∂̄g = h. Now, observe
that ∂̄(gi−g|Ui) = 0, so gi−g|Ui is holomorphic for all i and (gi−g|Ui) ∈ C0(U ,O).
Moreover,

gi − g − (gj − g) = gi − gj = fij on Ui ∩ Uj .

So (fij) ∈ Im
(
C0(U ,O) δ1 // C1(U ,O)

)
, implying H1(U ,O) = 0. �

Corollary 4.4. H1(P1,O) = 0.

Proof. Let U1 = C and U2 = C∗ ∪ {∞}. Recall that (U1, φ1) and (U2, φ2) where
φ1 = idC and φ2(z) = 1/z form a complex structure on P1. As is easy to check,
H1(Ui,O) ∼= H1(φi(Ui),O) and φi(Ui) = C. Therefore, by Corollary 4.3, U :=
{U1, U2} is a Leray covering for O.

We want to show that (fij) ∈ Z1(U ,O) splits. Since f12 is holomorphic on C∗,
it has a Laurent expansion at 0

f12(z) =
∞∑

n=−∞
cnz

n

which converges for all z ∈ C∗. Then let

g1(z) =
∞∑
n=0

cnz
n on U1, g2(z) = −

−1∑
n=−∞

cnz
n on U2.

Clearly, gi ∈ O(Ui) for i = 1, 2 and f12 = g1 − g2. �

We need one more lemma, which we shall take for granted. Given a topological
space X and a subset V , we say that a subset U is a relatively compact subset of
V , denoted U b V , if Ū is compact and Ū ⊂ V .

Lemma 4.5. Suppose X is a Riemann surface. Let U∗ = {U∗i }i∈I be a finite
collection of coordinate neighborhoods such that zi(U∗i ) ⊂ C is the unit disk. Let
W = {Wi}i∈I and U = {Ui}i∈I be collections of open sets such that Wi b Ui b U∗i
for each i ∈ I. Then the natural restriction map

H1(U ,O)→ H1(W,O)

has finite dimensional image

Remark 4.6. Note that we do not assume the collections of open sets are covers of
X. The lemma refers to the cohomology of

XU =
⋃
i∈I

Ui, XW =
⋃
i∈I

Wi.
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The shortest proof of this result of which we are aware involves sophisticated
methods in functional analysis. For fear of digressing from the main point, we only
refer the reader to [1].

Now, let X be a compact Riemann surface. Let U∗ = {Ui}i∈I be as in the
lemma, but suppose further that U∗ covers X. It is easy to show that there exist
collections of open sets W = {Wi}i∈I and U = {Ui}i∈I as in the lemma but with
the additional properties

(1) W and U cover X, and
(2) zi(Ui) is an open disk for all i.

Then the natural restriction mapping

τUW : H1(U ,O)→ H1(W,O)

has finite dimensional image. As noted in Section 2, it is also injective. We have
H1(Ui,O) ∼= H1(z(Ui),O), so by Corollary 4.3, U is a Leray covering. Therefore,
H1(U ,O) ∼= H1(X,O). This proves that g = dimH1(X,O) <∞.

Remark 4.7. It is a consequence of Serre duality that the genus g of a compact
Riemann surface equals dimΩ(X). We will use this fact in the proof of Abel’s
Theorem, though we will not develop the theory. See [1] and [4].

5. The Riemann-Roch Theorem

The Riemann-Roch Theorem provides a way for computing the dimension of the
space of meromorphic functions on a compact Riemann surface X with restrictions
on poles and zeros. The restrictions are introduced via the notion of a divisor.

Definition 5.1. A divisor D on a Riemann surface X is a function D : X → Z
such that for any compact K ⊂ X, D(x) 6= 0 for only finitely many x ∈ K.

Remark 5.2. If X is compact, then D can alternatively be defined as a finite formal
sum of points in X with coefficients in Z,

D =
m∑
i=1

ni pi

where m ∈ Z+, ni ∈ Z, and pi ∈ X for all i.

We denote by Div(X) the group of divisors on X under addition. Moreover,
with X compact and D as in the remark, we define a group homomorphism deg :
Div(X)→ Z by

degD =
m∑
i=1

ni,

called the degree map. The kernel of the degree map is denoted Div0(X).
For the rest of this section, X will be a compact Riemann surface. Each nonzero

meromorphic function f ∈ M(X) determines a divisor. Recall that the order
function of f is defined by

ordx(f) :=

 0 if f(x) 6= 0
k if x is a zero of order k
−k if x is a pole of order k.

Since f 6= 0, the zeros (and poles) of f are isolated. Then because X is compact,
there are only finitely many of them. Hence, the order function of f is a divisor,
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written as (f). A divisor D which is the order function of a nonzero meromorphic
function f is called a principal divisor, and f is said to be a meromorphic solution
of D. The subgroup of all such divisors is denoted DivP (X).

Let D ∈ Div(X). We let D be a pointwise lower bound for the order function
and thereby place a restriction on the zeros and poles of a nonzero meromorphic
function. For every open set U ⊂ X, let

OD(U) := {f ∈M(U)− {0} : ordx(f) ≥ −D(x) for all x ∈ U}.

With the natural restriction maps, OD is a sheaf on X. Note that O0 is just the
sheaf of holomorphic functions.

Theorem 5.3 (Riemann-Roch). Suppose X is a compact Riemann surface of genus
g, and let D be a divisor on X. Then the cohomology groups Hq(X,OD) for q = 0, 1
are finite dimensional C-vector spaces, and

dimH0(X,OD)− dimH1(X,OD) = 1− g + degD.

Our task is made easier if we first construct auxiliary sheaves. The idea of the
proof is to obtain the formula from an exact cohomology sequence induced from a
short exact sequence of sheaves.

First, let p ∈ X. Let P be the divisor which is 1 at p and 0 elsewhere, and let
D′ = D+P . Then we have the inclusion morphism OD ↪→ OD′ , i.e., the collection
of natural inclusion maps OD(U) ↪→ O′D(U) for all open U ⊂ X.

Next, for p ∈ X, let

Cp(U) =
{

C if p ∈ U
0 if p /∈ U.

With the obvious restriction maps, Cp is a sheaf on X, called the skyscraper sheaf
at p. We see immediately that

H0(X,CP ) = Cp(X) = C.

To compute the first cohomology group, let U be any open covering of X. Then
there exists a refinement V of U such that precisely one element of V contains p.
Therefore,

H1(U ,Cp) = H1(V,Cp) = 0

implying H1(X,Cp) = 0.
Define a sheaf morphism α : OD′ → Cp as follows. Fix a chart (V, z) centered

at p. If p /∈ U , let αU be the zero morphism. If p ∈ U , then each f ∈ OD′(U) has
a Laurent expansion around p

∞∑
n=−D(p)−1

cnz
n.

So set αU (f) = c−D(p)−1. As one can easily check, for each x ∈ X, the sequence of
stalks at x

0 // OD,x
ix // OD′,x

αx // Cp,x // 0

is short exact. By Theorem 3.2, the corresponding short exact sequence of sheaves
induces an exact cohomology sequence,

(5.4) 0→ H0(X,OD)→ H0(X,OD′)→ C→ H1(X,OD)→ H1(X,OD′)→ 0.
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Proof of Theorem 5.3. Generally, D = P1+P2+· · ·+Pm−Pm+1−Pm+2 · · ·−Pm+n,
where the Pi’s are not necessarily distinct. We proceed by induction on m and n.
First, suppose D = 0. Then OD = O is just the sheaf of holomorphic functions. By
definition, dimH1(X,O) = g. As regards the zeroth cohomology group, a function
f ∈ O(X) is a holomorphic mapping into P1 which is not surjective. Hence, f is
constant, implying dimH0(X,O) = 1.

Next, assume the result holds for either D or D′. Let A = Im(H0(X,OD′)→ C)
and B = C/A. Note that the exact sequence in Equation (5.4) can be divided into
two short exact sequences,

0→ H0(X,OD)→ H0(X,OD′)→ A→ 0

and
0→ B → H1(X,OD)→ H1(X,OD′)→ 0

from which we derive

(5.5) dimH0(X,OD) + dimA = dimH0(X,OD′)

and

(5.6) dimB + dimH1(X,OD′) = dimH1(X,OD).

Thus, the cohomology groups are finite dimensional. Note furthermore that

(5.7) dimA+ dimB = degD′ − degD = 1.

Adding Equations (5.5) and (5.6) and substituting from Equation (5.7), we obtain

dimH0(X,OD)− dimH1(X,OD)− degD
= dimH0(X,OD′)− dimH1(X,OD′)− degD′.

Therefore, if the result holds for D, then the result holds for D′ and vice versa. �

Notice the variety of techniques we employed to prove Riemann-Roch. While
the finiteness of the genus of a compact Riemann surface was essentially an ana-
lytic result, the Riemann-Roch formula was an algebraic deduction from an exact
cohomology sequence.

6. A Word on E(0,1)(X)

We now shift gears to develop the requisite theory for Abel’s Theorem. Given
a Riemann surface X, let d′′ : E(U) → E(0,1)(U) be the homomorphism sending a
smooth function f on U to the 1-form on U given in local coordinates by ∂̄f dz̄.
The following lemma will be very useful in the proof of Abel.

Lemma 6.1. Let X be a compact Riemann surface, and suppose σ ∈ E(0,1)(X).
Then there exists f ∈ E(X) such that d′′f = σ if and only if

(6.2)
∫∫

X

σ ∧ ω = 0 for all ω ∈ Ω(X).

As we will demonstrate, this result is a simple consequence of the algebraic
properties of E(0,1)(X) and Serre duality.

Proposition 6.3. Let X be a compact Riemann surface. Then H1(X,O) ∼=
E(0,1)(X)/d′′E(X)
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Proof. It is easy to verify that the sequence

0 // O i // E d′′ // E(0,1) // 0 ,

where i is the collection of natural inclusion maps and d′′ is the collection of maps
defined above, is an exact sequence of sheaves. In the resulting exact cohomology
sequence, H1(X, E) = 0 by Proposition 2.5. �

Recall that ω ∈ E1(X) can be decomposed uniquely as ω = ω1 + ω2 where
ω1 ∈ E(1,0)(X) and ω2 ∈ E(0,1)(X) are given in local coordinates by f dz and g dz̄,
respectively. We define the complex conjugate of ω as the smooth 1-form ω̄ given
in local coordinates by ω̄ = f̄ dz̄+ ḡ dz. In particular, if ω ∈ Ω(X), then ω̄ is called
an antiholomorphic 1-form on X, and the space of all antiholomorphic 1-forms on
X is labeled Ω̄(X). We then define a map ∗ : E1(X)→ E1(X) by

∗ω = i(ω̄1 − ω̄2)

Clearly, this map is a group isomorphism from E(1,0)(X) to E(0,1)(X) and, in par-
ticular, from Ω(X) to Ω̄(X).

We can endow E1(X), where X is compact, with a scalar product. For all smooth
1-forms ω1, ω2, define

〈ω1, ω2〉 =
∫∫

X

ω1 ∧ ∗ω2.

As is quickly verified, this map satisfies all the axioms for a scalar product. Thus,
we have a notion of orthogonality in E1(X).

Lemma 6.4. Suppose X is a compact Riemann surface. Then d′′E(X) and Ω̄(X)
are orthogonal subspaces of E(0,1)(X).

Proof. Given ω ∈ Ω(X) and f ∈ E(X), observe that

ω̄ ∧ ∗d′′f = iω̄ ∧ d′f̄ = −id(f̄ ω̄).

So by Stokes’ Theorem,

〈ω̄, d′′f〉 = −i
∫∫

X

d(f̄ w̄) = 0.

�

Proposition 6.5. E(0,1)(X) ∼= d′′E(X)⊕ Ω̄(X).

Proof. By Proposition 6.3, E(0,1)/d′′E(X) has dimension g as a C-vector space. By
Serre duality, Ω̄(X) has dimension g as well. The result then follows from Lemma
6.4 �

The condition stated in Equation (6.2) is equivalent to the condition that σ is
orthogonal to every element of Ω̄(X), i.e. σ ∈ d′′E(X). So the proposition implies
Lemma 6.1.
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7. The Jacobian Variety and the Abel-Jacobi Map

Our formulation of Abel’s Theorem is that the principal divisors constitute the
kernel of a particular homomorphism, called the Abel-Jacobi map. To define this
map, we introduce the notion of homology with smooth maps and construct the
Jacobian variety of a compact Riemann surface.

Let X be a Riemann surface, and let ∆n be the standard n-simplex. A smooth
singular n-simplex is a continuous map σ : ∆n → X that is smooth in local co-
ordinates. Let C∞n (X) be the free abelian group generated by all smooth singular
n-simplices. An element of this group is called a smooth 1-chain. Clearly, C∞n (X)
is a subgroup of Cn(X), the free abelian group generated by all n-simplices. Hence,
with ∂ : Cn(X)→ Cn−1(X) the boundary homomorphism defined in the usual way,

. . . // C∞n (X) ∂ // C∞n−1(X) ∂ // . . . // C∞1 (X) ∂ // C∞0 (X) // 0

is a chain complex. Then we define the nth smooth singular homology group to be

H∞n (X) := Ker
(
C∞n (X) ∂ // C∞n−1(X)

)
/Im

(
C∞n+1(X) ∂ // C∞n (X)

)
.

The inclusion map C∞n (X) ↪→ Cn(X) obviously commutes with ∂ and so induces
a homomorphism H∞n (X) → Hn(X). In fact, this map is an isomorphism, so we
lose no homological information by considering only smooth singular simplices [2].

A smooth singular 1-simplex is just a smooth path, i.e., a continuous map [0, 1]→
X which is smooth in local coordinates, upon identifying ∆1 with [0, 1]. The integral
of a smooth 1-form ω over a smooth path σ is defined, as usual, by∫

σ

ω :=
∫

∆1

σ∗ω.

Then we define the integral over a smooth 1-chain c =
∑
i∈I niσi by∫

c

ω =
∑
i

ni

∫
σi

ω.

With these two definitions, it is straightforward to prove Stokes’ Theorem for
smooth 1-chains [2].

Theorem 7.1. Let c ∈ C∞2 (X) and ω ∈ E1(X). Then∫
c

dω =
∫
∂c

ω.

Let ω be a closed, smooth 1-form. Define a map∫
−
ω : H∞1 (X)→ C

by sending [c] ∈ H∞1 (X) to the integral of ω over a representative of [c]. This
map is well-defined by Theorem 7.1 and is clearly a homomorphism. In light of the
above discussion, we alternatively may take the domain of this map to be H1(X).

Now, supposeX is a compact Riemann surface of genus g, and let B = {ω1, ω2, . . . , ωg}
be a basis for Ω(X). The period subgroup of Cg with respect to B, denoted Per(B),
is defined as the image of the homomorphism(∫

−
ω1,

∫
−
ω2, . . . ,

∫
−
ωg

)
: H∞1 (X)→ Cg.
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The Jacobian variety of X is then the quotient

Jac(X) := Cg/Per(B)

Although the Jac(X) depends on the basis for Ω(X), different bases yield isomor-
phic Jacobian varieties.

Note that, for a compact Riemann surface X, a divisor is just a 0-chain, i.e.
Div(X) = C0(X). Thus, the boundary map

∂ : C∞1 (X)→ C∞0 (X)

is a homomorphism from smooth 1-chains to divisors on X, sending a 1-simplex
to the divisor that is the formal difference of its terminal points. In particular, if
c : [0, 1] → X is a smooth path, then ∂c is the divisor that is 1 at c(1) and −1 at
c(0).

Proposition 7.2. Let X be a compact Riemann surface. Then for any D ∈
Div0(X), there exists c ∈ C∞1 (X) such that ∂c = D.

Proof. Since degD = 0, D can be decomposed as

D = P1 + P2 + · · ·+ Pm − Pm+1 − · · · − P2m

where Pk is the divisor that is 1 at a point and 0 elsewhere (the Pk’s are not
necessarily distinct). Any Riemann surface is path-connected, so let γk : [0, 1]→ X
be a path from Pm+k to Pk for k = 1, 2, . . . ,m.

We claim that there exists a smooth 1-chain ck such that ∂ck = Pk − Pm+k.
Because [0, 1] is compact, there exists a partition 0 = t0 < t1 < · · · < tn = 1 of
[0, 1] and charts {(Ui, zi)}i=1,...,n such that, for all i,

(1) zi(Ui) ⊂ C is the unit disk, and
(2) γi([ti−1, ti]) ⊂ Ui.

For each i, let λi = zi ◦γ|[ti−1,ti]. Let li : [0, 1]→ C be the line between the terminal
points of λi, li(s) = (1− s)λi(ti−1) + sλi(ti). We see that σi := z−1

i ◦ li is a smooth
singular 1-simplex. So let ck = σ1 + · · ·+ σn ∈ C∞1 (X) and observe that

∂(c1 + · · ·+ cn) = Pk − Pm+k.

Then
∑m
k=1 ck is the desired smooth 1-chain. �

With X and B as above, we define the Abel-Jacobi map A : Div0(X)→ Jac(X)
as follows. For D ∈ Div0(X), take c ∈ C∞1 (X) as in the proposition. Then let

A(D) =
(∫

c

ω1,

∫
c

ω2, . . . ,

∫
c

ωg

)
mod Per(B).

For any other smooth 1-chain c0 with ∂c0 = D, c− c0 ∈ Ker∂. Hence,(∫
c−c0

ω1,

∫
c−c0

ω2, . . . ,

∫
c−c0

ωg

)
∈ Per(B)

implying A is well-defined. Indeed, A is a homomorphism.
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8. Abel’s Theorem

We are now prepared to state the second main theorem of this paper.

Theorem 8.1 (Abel). Let X be a compact Riemann surface of genus g. The kernel
of A : Div0(X)→ Jac(X) is precisely DivP (X).

The theorem gives a necessary and sufficient condition for the existence of a
meromorphic function of prescribed zeros and poles. Specifically, if we encode the
desired zeros and poles in a divisor D, then degD must be 0, and D will have
a meromorphic solution if and only if D ∈ KerA. Most of the work in proving
the theorem goes into constructing a meromorphic solution, for which we need the
notion of a weak solution of a divisor.

Let X be a Riemann surface, and let D be a divisor on X. Let

XD = {x ∈ X |D(x) ≥ 0}.

A weak solution of D is a function f ∈ E(XD) with the following property: for each
p ∈ X, there exists a coordinate neighborhood (U, z) centered at x and ψ ∈ E(U)
with ψ(p) 6= 0 such that

f = ψzk on U ∩XD

where k = D(p). We list a few immediate properties of weak solutions.
(1) A weak solution f of D is a meromorphic solution if and only if f is holo-

morphic on XD.
(2) Let fi be a weak solution of Di for i = 1, 2. Then f1f2 is a weak solution

of D := D1 + D2 if we extend f1f2 smoothly to the points p ∈ X where
D(p) ≥ 0 but D1(p) or D2(p) is less than 0.

(3) Let f be a weak solution of D. Then df/f is a smooth 1-form on X ′D :=
{x ∈ XD |D(x) = 0}. For p /∈ X ′D, write f = ψzk around p as above.
There exists a sufficiently small neighborhood U of p such that, on U−{p},

df

f
=
dψ

ψ
+
k · dz
z

is well-defined and smooth. On the same domain,

d′′f

f
=
d′′ψ

ψ

which can be smoothly extended to p and thus to all of X.

Lemma 8.2. Let X be a Riemann surface. Let a1, . . . , an ∈ X be distinct points
and k1, . . . , kn ∈ Z. Suppose D ∈ Div(X) is the divisor with D(ai) = ki for
i = 1, . . . , n and D(x) = 0 otherwise. Let f be a weak solution of D. Then for any
g ∈ E(X) with compact support,

1
2πi

∫∫
X

df

f
∧ dg =

n∑
i=1

kig(ai).

Proof. Let (U1, z1), . . . , (Un, zn) be disjoint coordinate neighborhoods centered at
a1, . . . , an, respectively, as in property (3) above. Without loss of generality, we
may assume that zi(Ui) is the unit disk. Then for 0 < r1 < r2 < 1, there exist
φi ∈ E(Ui) satisfying

φi(zi) = 1 if |zi| ≤ r1, φi(zi) = 0 if |zi| ≥ r2
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for all i = 1, . . . , n.
Let gi = φig, and let g0 = g − (g1 + · · ·+ gn). Then g0 has compact support in

X ′ := X − {a1, . . . , an}, and∫∫
X

df

f
∧ dg0 = −

∫∫
X′
d
(
g0
df

f

)
.

By Stokes’ theorem, this integral is 0. Hence,∫∫
X

df

f
∧ dg =

n∑
i=1

∫∫
Ui

df

f
∧ dgi.

On Ui − {ai}, let
df

f
=
dψi
ψi

+
k · dzi
zi

.

Again by Stokes’ Theorem, ∫∫
Ui

dψi
ψi
∧ dgi = 0.

Therefore, we have∫∫
Ui

df

f
∧ dgi = ki

∫∫
Ui

dzi
zi
∧ dgi

= − lim
ε→0

∫∫
ε≤|zi|≤r2

d
(
gi
dzi
zi

)
= lim
ε→0

∫
|zi|=ε

gi
dzi
zi

= 2πig(ai).

�

Lemma 8.3. Let X be a Riemann surface and c : [0, 1] → X be a smooth path.
Then there exists a weak solution f of the divisor ∂c such that for every closed,
smooth form ω ∈ E1(X),

(8.4)
∫
c

ω =
1

2πi

∫∫
X

df

f
∧ ω.

Proof. First, assume there exists a coordinate neighborhood (U, z) such that c([0, 1]) ⊂
U . Without loss of generality, assume z(U) is the unit disk, and let r, r′ be such
that

(1) 0 < r < r′ < 1, and
(2) c([0, 1]) is contained in the disk of radius r.

There exists φ ∈ E(U) such that

φ(z) = 1 if |z| ≤ r, φ(z) = 0 if |z| ≥ r′.

Let a = c(0) and b = c(1). Then define a function f0 ∈ E(U − {a}) by

f0(z) =
{
exp(φ · log( z−bz−a )) if r ≤ |z| < 1
z−b
z−a if |z| ≤ r.

We see f0 can be extended to f ∈ E(X − {a}) by setting it equal to 1 on X − U .
Clearly, f is a weak solution of ∂c.

Let ω be a closed, smooth 1-form on X. Since U is simply connected, ω has a
primitive g0 ∈ E(U). With r′ as above and 0 < r′ < r′′ < 1, there exists ψ ∈ E(U)
such that

ψ(z) = 1 if |z| ≤ r′, ψ(z) = 0 if |z| ≥ r′′.



AN ANALYTIC APPROACH TO THE THEOREMS OF RIEMANN-ROCH AND ABEL 17

Then g := ψg0 is a primitive for ω on the disk of radius r′ that has compact support
in U . Thus, by the previous lemma,

1
2πi

∫∫
X

df

f
∧ ω =

1
2πi

∫∫
U

df

f
∧ dg = g(b)− g(a) =

∫
c

ω.

In the general case, since [0, 1] is compact, there exists a partition 0 = t0 < t1 <
· · · < tn = 1 and coordinate neighborhoods (Ui, zi) such that

(1) zi(Ui) is the unit disk for all i and
(2) c([ti−1, ti]) ⊂ Ui for i = 1, . . . , n.

Let ci = c|[ti−1,ti]. By the first part, for each i, there exists a weak solution fi of
∂ci such that fi|X−Ui = 1 and for each closed, smooth 1-form ω on X,∫

ci

ω =
1

2πi

∫∫
X

dfi
fi
∧ ω.

Then let f = f1 · f2 · · · fn. By property (2) in the discussion preceding Lemma 8.2,
f is a weak solution of ∂c = ∂c1 + · · ·+ ∂cn such that∫

c

ω =
∫∫

X

df

f
∧ ω.

�

We can immediately generalize the result to c =
∑
i niγi ∈ C∞1 (X). By the

lemma, there exists a weak solution fi for ∂γi satisfying Equation 8.4. Then f :=∏
i f

ni
i is a weak solution of ∂c satisfying the same equation.

With X a compact Riemann surface, we have completed most of the work for
constructing a meromorphic solution to D ∈ KerA. For the converse, given a
nonzero meromorphic function f , we wish to show (f) ∈ KerA. It clearly suffices
to show there exists c ∈ C∞1 (X) with ∂c = (f) such that∫

c

ω = 0 for all ω ∈ Ω(X).

If f is constant, this follows immediately. Otherwise, f is a holomorphic map onto
P1. From Corollary 4.4, Ω(P1) = 0. We capitalize on this fact by constructing a
global holomorphic 1-form on P1 from the pullbacks of ω under local inverses of f .

The global 1-form we have in mind is called the trace of ω. Let y1, . . . , yk be the
branch points of f , and let Y := P1 − {y1, . . . , yk}. Recall that f is an n-sheeted
covering space map over Y for some n ≥ 1. Hence, for each y ∈ Y , there exists
a neighborhood V and disjoint neighborhoods U1, . . . , Un ⊂ X such that f |Ui is a
biholomorphic map onto V for each i = 1, . . . , n. Let φi : V → Ui be the inverse of
f |Ui . Define a holomorphic 1-form on V by

Tr(ω)V := φ∗1ω + φ∗2ω + · · ·+ φ∗nω.

The collection of all such neighborhoods V for y ∈ Y is an open cover of Y .
Moreover, if V1 and V2 are in this cover, then Tr(ω)V1 = Tr(ω)V2 on V1 ∩ V2. By
sheaf axiom II, there exists a holomorphic 1-form Tr(ω) on Y that equals Tr(ω)V
on V .

We claim that Tr(ω) can be extended holomorphically to P1. For each branch
point yi, let Vi be a neighborhood of yi not containing any other branch point and
let f−1(yi) = {xi,1, xi,2, . . . , xi,m}. Since ω is holomorphic on X, there exists a
chart (Uk, zk) centered at xi,k such that, if ω = g dzk on Uk, g is bounded on Uk.
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But f is an open map, so W :=
⋃
k f(Uk)∩Vi is a neighborhood of yi. On W−{yi},

Tr(ω) is bounded. Then Tr(ω) can be extended to yi by the Riemann removable
singularities theorem. Consequently, Tr(ω) ∈ Ω(P1), implying Tr(ω) = 0.

Proof of Theorem 8.1. Let B = {ω1, . . . , ωg} be a basis for Ω(X). First, we prove
D ∈ KerA implies D ∈ DivP (X). There exists c ∈ C∞1 (X) such that ∂c = D and

v :=
(∫

c

ω1, . . . ,

∫
c

ωg

)
∈ Per(B).

We may assume v = 0, for otherwise there exists [c0] ∈ H∞1 (X) such that ∂(c−c0) =
D and (∫

c−c0
ω1, . . . ,

∫
c−c0

ωg

)
= 0.

As observed after Lemma 8.3, there exists a weak solution f of ∂c such that for
any ω ∈ Ω(X), ∫

c

ω =
∫∫

X

df

f
∧ ω =

∫∫
X

d′′f

f
∧ ω.

This integral is 0 by assumption. Lemma 6.1 then gives us g ∈ E(X) such that
d′′g = d′′f/f . Letting

h = e−gf

we see h is a weak solution of ∂c as well, and

d′′h = −e−gfd′′g + e−gd′′f = 0 on XD.

Hence, h is a meromorphic solution of ∂c = D, implying D ∈ DivP (X).
For the converse, assume f is nonconstant. We can use the procedure in Propo-

sition 7.2 to construct a piecewise smooth path γ : [0, 1] → P1 from ∞ to 0 which
avoids branch points, except perhaps at the endpoints. Since f is an n-sheeted
covering map, f−1(γ) comprises n piecewise smooth paths c1, . . . , cn from the poles
to the zeros of f . If p ∈ X is a pole or zero of f of order k, then the local normal
form of f at p is F (z) = zk. In particular, the number of paths among c1, . . . , cn
from p if p is a pole or to p if p is a zero is equal to the order of f at p. Therefore,
letting c := c1 + · · ·+ cn, we have ∂c = (f) = D and∫

c

ω =
∫
γ

Tr(ω) = 0.

So D ∈ KerA. �

9. Closing Remarks

The theorems of Riemann-Roch and Abel form a basis for deeper forays into
the theory of Riemann surfaces and algebraic geometry. Torelli’s Theorem, for
example, states that a compact Riemann surface is completely determined by its
Jacobian variety endowed with certain extra structure. Henrik Martens proves this
result as a “combinatorial consequence of the Riemann-Roch theorem and Abel’s
theorem” [3]. In exploring Torelli’s Theorem and beyond, one uncovers more of
beautiful “synthesis” for which we have given only a slight hint.
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