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This talk presents a Morse-theoretic overview of some well known results and less 
known problems in spectral geometry and approximation theory. 

§0 Motivat ion:  Various Descript ions of  t h e  l i n e a r  spec trum 

The main object of the classical spectral theory is a linear operator A on a Hilbert space 

X. We assume A is a self-adjoint possibly unbounded (e.g., differential) operator and then 

consider the normalized energy 

E(x) = (Ax, x ) / ( z , x )  , 

which is defined for all non-zero x in the domain of A. Since the energy z~ is homogeneous, 

E(ax) = E ( x )  for all a E L R  × , 

it defines a function on the projective space P consisting of the lines in the domain XA C X of 

A, 

P = P ( X a )  = Xa\{O}/~i~ x . 

This function on P is also called the energy and denoted by E : P -~ /R.  Notice that  since A is 

a linear operator the function E on P is quadratic, that  is the ratio of two quadratic functions 

on the underlying linear space. 

Now, the spectrum of A can be defined in terms of the energy E on P.  To simplify the 

mat ter  we assume below that  A is a positive operator with discrete spectrum and then we have 

the following three ways to characterise the spectrum of A, that  is the set of the eigenvalues 

A0 _< ~1 _< . . .  of A appearing with due multiplicities. 
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0.1 T h e  M o r s e - t h e o r e t i c  d e s c r i p t i o n  of the  s p e c t r u m .  Denote by E = E(E) c P the 

critical set of E where the differential (or gradient) of E on P vanishes. A trivial (and well 

known) argument identifies E with the union of the 1-dimensional eigenspaces of A. In other 

words, if x E X is a non-zero vector from the line in X representing a point p E P ,  then p E E 

if and only if Ax = I x  for some real i .  Then 

E(z)  = ( / ' x , x ) / ( z ,x}  : I 

and so E(p) = I as well. It follows that the spectrum of A equals the set o[ critical values 

of the energy E : P ~ 1R. It is equally clear that the critical point of E corresponding to a 

simple eigenvalue I i  is nondegenerate and has Morse index i. More generally, the multiplicity 

of ;ki equals d imEi  + 1 for the component Ei C E on which E equals ,~i, since Ei consists of 

the lines in the eigenspace Li c X associated to ,~{- 

Notice that  the definition of critical values of E is purely topological and applies to not 

necessarily quadratic functions on P. In fact, the set of critical values serves as a nice substitutc 

for the spectrum for some non-quadratic energy functions (e.g., for the energy on the loop space 

in a compact symmetric space). But the essentially local nature of the critical values and non- 

stability of these under small perturbations (every point can be made critical by an arbitrary 

small C°-per turbat ion of the energy function) forces us to look for another candidate for the 

non-linear spectrum. 

0.2 C h a r a c t e r i z a t i o n  of  the  s p e c t r u m  by  l i n e a r  s u b s p a c e s  c o n t a i n e d  in  the  level 

sets  X~ = {x E X ] E(x)  < I} .  Denote by Li C X the linear subspace spanned by the 

eigenvectors corresponding to the first i + 1 eigenvalues I0, I 1 , . . . ,  I i  of A and observe that 

Li C X M • 

This signifies the inequality 

(Ax, x> < ,~i(x,z> 

for all x E L i ,  as E(x)  = (Ax ,  x ) / ( x , x ) .  

The following extremal property of XA~ is more interesting. If I < hi, then XA contains 

no linear subspace o] dimension i + 1. In fact, let L C X be a linear subspace of dimension 

i + 1. Then there is a non-zero vector x E L which is orthogonal to the subspace L,-1 c X. 

That  is (x, xj) = 0 for the first i eigenvectors xo , . . .  , x j , . . .  , x i -1  of A. It is trivial to prove 

that  this x satisfies 

<~x,x> > i~<x,.> , 
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which shows L g X~ for ,~ < ,~i. 

Let us summarize this discussion in terms of the projective space P = P(XA)  and the 

energy of E on P.  

The eigenvalue )~i is the minimal number, such that the level 

P x = E  I[0, A ] = { x ~ P I E ( z ) _ < A } C P  

contains a projective subspace of dimension i. 

R e m a r k .  (a) The above characterization of hi is geometrical rather then topological as it 

makes use of the projective (linear) structure of P.  On the other hand this projective definition 

of the spectrum obviously generalizes to non-quadratic energies E on P. 

(b) An advantage of the projective definition of ,ki over the Morse-theoretic one (see 0.1) 

is the stability under small perturbations of the energy. Besides, the above existence proof of 

a "hi-hot" vector x in an arbitrary subspace L c X of (asymptotically large) dimension i + 1 

gives a glimpse of general methods used for obtaining lower bounds for hi- 

(c) An interesting generalization of the projective view on ,ki consists in replacing P by 

another geometrically signficant (homogeneous) space with a distinguished c]ass of subspaces. 

The most obvious candidate for such a space is the Grassmann manifold G = Gk(X) of 

the k-dimensional subspaces on X. Distinguished subspaces in G are Grassman manifolds 

Gk(L) c G = Gk(X) for all linear subspaces n C X. (If k = 1, then G = P.) Now "the lower 

bound for ,ki" (see the above (b)) takes the following shape: any linear subspace L C X contains 

"an interestingly hot" k-dimensional subspace K C L, where K becomes hotter and hotter as 

d imL ---* oe for k = d i m K  being kept fixed. (Compare Dvoretzky's theorem discussed in 1.2.) 

0.3 Topo log ica l  c h a r a c t e r i z a t i o n  of the  e igenlevels  P~  C P.  If we denote proP~ the 

maximal dimension of projective subspaces contained in P),, then we can say that the spectrum 

points ,ki are exactly those (see 0.2) where the function pro P~ is strictly increasing in ,L In 

fact if ,ki is an eigenvalue of multiplicity mi, then proP~ jumps up at hi by mi. 

Now we want to replace pro P~ by a purely topological invariant of P~. 

0 . 3 . A  E s s e n t i a l  d i m e n s i o n .  

the essential dimension of A in P, 

Consider a subset A in a topological space P and define 

ess A = essp A 

as the smallest integer i, such that A is contractible in P onto an i-dimensional subset A ~ C P. 

This means there exists a continuous map (homotopy) h : A : [0, 1] -+ P,  such that h on A at 
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t = 0 is the identity map, 

and such that  

h l A×O : A  c P  
Id 

dimh(A × 1) < i , 

that  is the image h(A x 1) c P admits arbitrarily fine coverings by open subsets where no i + 2 

among these subsets intersect. 

0 .3 .B Bas ic  e x a m p l e .  If P is a projective space and A is a projective subspace, then 

essA = d imA . (*) 

Notice that the inequality ess A < dim A is trivial while the opposite inequality ess A > dim A 

amounts to the following (simple but  not totally trivial). 

0 .3 .C T o p o l o g i c a l  fact .  The dimension of a projective subspace A c P cannot be 

decreased by a homotopy of A in P. (See 4.1 for the proof and further discussion.) 

0 .3 .D.  Now we return to our positive quadratic energy function E on P and observe that 

the level PA = {x E P I E(x)  < A} can be contracted in P onto the projective subspace 

corresponding to the linear span of the eigenveetors belonging to the eigenvalues Ai < A. (This 

is more or less obvious.) This property combined with 0.3.C and the discussion in 0.2 implies 

that 

ess P~ = pro Px 

for all A. Therefore the definition of Ai for quadratic functions on P can be formulated purely 

topologically, the eigenvalue Ai is the minimal number A, such that the level P~ C P has 

essPx > i, which means Px cannot be contracted onto an (i - 1)-dimensional subset in P. 

0.3 .D R e m a r k s .  (a) The notion of ess makes sense for subsets in an arbitrary topological 

space Q and therefore one can speak of the ess-spectrum of an energy E on Q. 

(b) If an energy E on Q is amenable to Morse theory, then the number M(A) of A-cold 

eigenpoints of E,  that are critical points q of E where E(q) < A, can be bounded from below 

in terms of the ess-spectrum by 

M(A) > N(A) = e s sE- l [ 0 ,  A] . 

(See [Gr]l for another estimate of this nature for spaces of closed curves in Riemannian mani- 

folds.) 
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0.4 D e f i n i t i o n s  of  " d i m ' - s p e c t r u m  for  a n y  " d i m e n s i o n " .  

increasing function on subsets A of a given space P,  that is 

Let "dim" be a monotone 

At C A2 ~ "dim"A1 < "dim'A2 . 

If such a "dimension" is originally defined only on a certain class of admissible subsets, we 

agree to extend "dim" to all subsets A in P by taking all admissible subsets A' C A and by 

setting 

"dim"A = sup "dim" A' . 
A j 

For example, the ordinary dimension on linear (or projective) subspaces extends in this way to 

all subsets of a linear (projective) space. 

Now, with a given "dim" we define the "dim"-spectrum {A~} of an energy E : P --~ [0, c~], 

as follows, Ai is the upper bound of those A E 1R, for which the level E - I [ 0 ,  AI has "dim"< i. 

In "physical" terms, every A C P with "d im 'A _> i contains a A-hot point (a C A, where 

E(a) > A) for every A < A~ and Ai is the maximal number with this property. 

The spectrum {Ai} can be more conveniently defined via the spectral function which, 

roughly speaking, counts the number of eigenvalues (or rather, of energy levels) of E below A 

for all A >_ 0. More precisely, this number N(A) is defined by 

N(A) = " d i m ' E  -1 [o, A] . 

0 .4 .A R e m a r k s  on  the  r a n g e  of E. (a) We allow infinite values for the energy in order 

not to bother with the domain of definition of E (and ,5 as in §0.1). Namely, if E is originally 

defined on a dense subset Po C P we extend E to P by 

E(p) = l imsup E ] U A Po 
u ~ p  

over a fundamental  system of neighbourhoods U of p. 

(b) There is no reason to restrict oneself to [0, oo}-valued energies. In fact, for an arbitrary 

map E : P ~ T one can define the spectral function on the subsets S c T by 

N ( S )  = " d i m " E - l ( S )  . 

(According to the physical terminology such an E should be called observable. The standard 

example of this is the position P -* /R  3 of a particle in//~3.) 
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E x a m p l e .  Let Ilzllx . . . . .  II~LI~ be norms  on a l inear space X.  These na tu ra l ly  define a 

map  E of the projective space P = P ( X )  to the (m - 1)-simplex A m = ~+m//R+.× A typical 

case of in teres t  is Ilxlli = ]lD, xllLp, for some differential operators  Di on a funct ion  space X. 

0 . 4 . B  D i m e n s i o n - l i k e  p r o p e r t i e s  o f  p r o  a n d  ess.  Let us axiomatize  cer ta in  common 

features of the "dimensions"  pro and  ess by calling a funct ion "dim" on subsets  in a projective 

space P dimension-like if it has the following six properties.  

(i) I N T E G R A L I T Y  AND P O S I T I V I T Y .  If A c P is a non -em p ty  subset ,  then  " d i m ' A  

may  assume values 0,1,  2 . . . .  , c~. If A is empty  then  " d i m " =  - o o .  

(ii) M O N O T O N I C I T Y .  If A C B then  " d i m A ' <  " d i m ' B  for all A and  B in P .  

(iii) P R O J E C T I V E  INVARIANCE.  If f : P ~ Q is a projective embedding  between 

projective spaces, then  

" d i m ' f  (A) - " d i m ' A  

for a l l A C P .  

(iv) I N T E R S E C T I O N  P R O P E R T Y .  /f  P' c P is a projective subspaee of codimension k, 

then 

d i m A  • P~ _> d i m A  -- k 

for all A c P.  

(v) N O R M A L I Z A T I O N  P R O P E R T Y .  If A is a projective subspace in P then  "d imA" 

equals the  o rd inary  d imens ion  d i m A .  

(vi) T H E  * -ADDITIVITY.  Let A1 * A2 c P denote  the  un ion  of the projective lines 

meet ing  given subsets  A1 and  A2 in P .  T h e n  

"d i m 'A1  * A2 = "d im 'A1  + " d im 'A2  + 1 , 

provided A1 and  A2 are projectively disjoint. This  means  the projective spans P A l  and  PA2 

do not  intersect ,  where the projective span P A  indicates the min imal  projective subspace in 

P con ta in ing  A. (Notice tha t  this addi t iv i ty  implies the above normal iza t ion  property,  as 
pm+n+l = p,-n , P'L) 

R e m a r k .  I t  is obvious tha t  pro satisfies (i)-(vi) and  tha t  ess satisfies (i) and (ii). The  

propert ies  (iii)-(vi) for ess follow from 

0 .4 .B1 S u b a d d i t i v i t y  o f  ess.  The  following proper ty  makes the "dimension" ess espe- 

cially useful, 

e s s A U B < e s s A + e s s B + l  

for all subsets  A and B in P .  See 4.1 for the proof. 
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0.5 C o d i m e n s i o n  a n d  w i d t h .  Define the projective codimension coproA for A in P as 

the minimum of the codimensions of projective subspaces Pf  contained in P .  Thea  define the 

coprojeetive dimension by 

pro ± A = copro P \ A  . 

Observe tha t  pro ± satisfies the "dimension" propert ies (i)-(vi) in 0.4.B. In fact (essentially 

because of (iv)) this pro ± is the maximal set function on P satisfying (i)-(vi). (Notice that  pro 

is the minimal such function.) 

0 . 5 . A  D e f i n i t i o n  o f / - w i d t h .  Let B be a subset in a Banach space X and define the 

width function of B on the dual space X I by 

Wid(B ,y )  = s u p y -  i~ fy  
B 

for all l inear functions y on X. Then define the i-width of B by 

Wid, B = (~)--1 , 

where A~ is the i- th pro±-eigenvalue of the energy 

E ' =  II I I ' /Wid (B ,  ) : P ( X ' )  ~ [0, oo]. 

For example,  

W i d 0 B =  (minE)  - l = m a x W i d ( B ,  )/[[ [ [ ' = D i a m B .  

In the special case, where B is a centrally symmetric subset in X our definition is equivalent 

to the usual one, 

W i d i B  equals the lower bound of those 6 > O for which there exists an i-dimensional linear 

subspace L in X whose (5/2)-neighbourhood contains B,  that is 

dist(b, L) < 5/2  

for all b E B. 

0 .5 .B C o p r o j e c t i v e  d i m e n s i o n  a n d  w i d t h .  Recall the duality correspondence D which 

maps subsets Y C X r to those in X by 

for 

D(Y)= U D(y), 
yEY 
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D(y) = { x  E x I ly(z)l = tlyll'llxl[} • 

W e  use the same no ta t ion  D for the associated correspondence on the projective spaces, 

P(X' )  .-*--+ P(X) ,  and  call a subset  Q c P(X)  an i-coplane if it is the D- image  of an i- 

codimensional  projective subspace in P(X') .  T h e n  we define copro± A for all A C P(X)  as 

the  max imal  i such tha t  the complement  P ( X ) \ A  conta ins  no i-coplaine.  In  other  words 

copro ± A < i ¢==:> A meets  every i -coplane in P(X) .  One  easily sees wi th  Bezout ' s  theorem 

(compare §4 ) tha t  

essA N Q > essA - i 

for all A c P(X)  and all i -coplanes Q. In part icular ,  if ess A > i, then  A meets  every i-coptane 

in P(X) ,  which is equivalent  to 

copro ± A > ess A 

[ for all A. It  follows tha t  

copro ± A _> proA.  (*) 

Notice tha t  (*) is a reformulat ion of the following 

T i e h o m i r o v  B a l l  T h e o r e m .  Let B i+a (¢) C X be the z-ball in some linear (i+ 1)-dimensional 

subspace of X and let L be a linear i-dimensional subspace in X.  Then there exists a point 

b E B, such that dist(b, L) = e. 

In fact, the project iv izat ion of the subset  L* of non-zero vectors x E X for which 

dist(x, L) = I[xll , 

is an  i -coplane in P(X) ,  a n d  every i-coplane comes from some L. Now, bo th  (*) and  the ball 

theorem cla im tha t  L* meets every (i + 1)-dimensionaI l inear subspace in X. 

Coming  back to the  wid th  of B,  where B is the un i t  ball of some (semi)norm fl Ho on x ,  

we see tha t  

Widi  B = 2(),/~) - '  

for the  copro± -spec t rum {A{} of E = II li/II II0 and  the above discussion relates these A{ 

to the  ess and  pro± -spec t ra  by the inequali t ies  

° (**)  

R e m a r k .  The  n u m b e r  (A pr°)-1 is called in [I-T] the Bernstein i-width of the un i t  ball of 

]1 ]lo in (X,]] ]]). 
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0.6 C o m p l e m e n t a r y  d i m e n s i o n s  a n d  {Aii}. Let d be a "dimension" function on subsets 

A C P and take i = O, 1 , . . . .  Represent A as the difference of subsets, A = B \ C ,  and let 

diA = sup(i - dC + 1) 
B,C 

over all B and C, where dB = i. If d is subadditive (as ess, see 0.4.B1). That  is, if 

dB <_ dA + dC + l , 

then d i < d (and usually diA = dA, for dA <_ i) but in general d i can be greater than d. 

Next, for a given energy we define Aiy for all j < i as the (i - j ) - th  di-eigenvalue of E. 

In other words Aij is the upper bound of those A for which every/-dimensional  subset B C P 

contains a A-hot subset C C B of dimension > j ,  where "A-hot" signifies E I B > A. 

0.7 G e n e r a l i z e d  d i m e n s i o n .  There are many interesting situations, where the ordinary 

(pro or ess) "dimension" of the levels of E is infinite, but  there is some additional structure 

which allows a "renormalization". Here are two examples. 

(a) Suppose E is a perturbation of E0 for 

Eo = Eo(z)  = (Aox ,  X ) / ( x , x ) ,  

where A 0 is a selfadjoint operator with discrete spectrum which is not assumed positive any- 

more. If A0 has infinitely many negative eigenvalues (e.g., A is the Dirac operator), then 

p r o E - l ( - c o ,  A] = co for all A. Yet one can define a f inite difference 

pro E - '  ( - co ,  A] - p r o E - 1  ( -co ,  Aq 

(representing the number of eigenvalues between A and A ~) as the index of an appropriate 

Frcdholm correspondence between maximal linear subspaces in E -1 ( -co ,  A) and E -1 ( -co ,  A'). 

This kind of situation arises, for example, in the symplcctic Morse theory, where E is a per- 

turbat ion of the action (see [Z], IF1]) and also in the recent unpublished work by Floer on 

3-dimensional gauge theory. 

(b) VON-NEUMANN DIMENSION. This is defined, for example, on F-invariant linear 

subspaces of a Hilbert space X, where F is a given subgroup of unitary operators acting on X. 

The classical spectral theory does generalize to the Von-Neumann (algebras) framework but 

one does not know yet if there are suitable delinearization and de-Hilbertization of this theory. 
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§1 T h e  s p e c t r u m  of  t he  r a t i o  ( L p - n o r m ) / ( L q - n o r m )  

a n d  t he  c o n c e n t r a t i o n  p h e n o m e n o n  for  m e a s u r a b l e  f u n c t i o n s  

Consider the measure space (V, #) and let 

E = Ep/q(X) = Ilxllp/llxllq, 

where IIxllp is ordinary Lp-norm on functions x on V, 

( f I :Ip) '/p, II~llp 
V 

and where 1 _< q < p (. co. It is well known that every "sufficiently large" space L of functions 

on V contains a function x "concentrated near a single point" in V, where the concentration 

is measured by the energy E(x) .  We shall prove in this section the simplest (and the oldest) 

result of this kind, and refer to [Pi] for deeper theorems. 

We assume below that  (V,#) is a probability space, that  is #(V) = 1. Then we define 

the projective eigenvalue Ai = Ai(Lp/Lq) of E = Ep/q as the minimal A, such that  proP~ > 

i (compare 0.3). Notice that  here the inequality pro Pa > i is equivalent to the following 

property: there exists on (i + 1)-dimensional linear space L' of Lp-functions on V, such that 

IlXllp< Allzaq for a l l x 6 L .  Observe that 1= ,~0  < , ~ l < . . . < , ~ i _ < . . . a n d l e t  Ac~= l im Ai. 

1.1 T h e o r e m .  The number  Ace = A~(Lp/Lq)  is bounded from below by 

1 1 

Ac~ > ~/c~(P,q) = rr~, ~ r r , (,) 

for the Euler F-function. Furthermore, if the measure # is continuous (i.e., without atoms) 

then also the opposite inequality holds true, 

Ac~(Lp/Lq) < "~c~(P,q) , (**) 

and thus Am = 300. 

P r o o f :  For a finite dimensional linear space L of functions of V we consider its dual L' and 

interpret functions e E L on V as linear functions on L'. 

For a measure t+ on L' we denote by Iv(~, t+) the integral 

Igt, ~,) = [ Itl~d~, 
L '  
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for all l E L and wri te  
1_ 1 

Ep/q(e, u) = I f  (e, u ) / I~  (~, u) . 

for e e L\{O}.  

T h e n  we observe tha t  (almost) every point  v E V defines a l inear funct ion ~ on L tha t  

is ~'(~) = l (v)  for all g E L. This  gives us a canonical  m a p  V ~ L ' ,  such tha t  every  funct ion 

E L on V "extends"  to a linear funct ion on L ~. We denote  by #~ the  probabi l i ty  measure 

on L ~ which is the push-forward of # under  this map  and observe tha t  the  Lp-norms in L are 

r ecap tu red  by #. Namely  

I£(v)lPdu = Ip(&u')  
V 

for all g C L and all p and accordingly 

Ep/q (~) = Ep/q (~, #') . 

If the  measure  # on V is continuous,  then obviously, for every i and every probabi l i ty  

measure  u o n / R  i+1 there  exists an (i + 1)-dimensional  space L of funct ions on V such tha t  the 

measure  #~ on L ~ is l inearly isomorphic to u. T h a t  is #~ goes to u by some linear i somorphism 

be tween  L ~ and ~ i + 1 .  In par t icular ,  such an L exists for the normalized Gauss measure 

i 
exDV~÷2 / ~+i d u = d t o . . . d t i  ~ j ~ = o ~ j / r  "-'r- . 

A st ra ight  forward c o m p u t a t i o n  shows for this u tha t  

Ep/q(~,u) = y+(p ,q)  

for all i = 0 , 1 , . . . ,  1 < q < p _< co, and all ~ E L\{O}. Since Ep/q(~) = Ep/q(~,u) for u -- # ' ,  

we ob ta in  wi th  the  defini t ion of Ai the inequal i ty  

Ai(Lp/Lq) <_ ~/~(p,q)  for 1 = 0 , 1  . . . .  , 

which is equivalent  to inequal i ty  (**) of the theorem. 

Now we tu rn  to the  proof  of (*) and s tar t  wi th  the  case where e i ther  p or q equals two and 

where  we shall give a sharp bound for each Ai. To do this we need the  normal ized measure  up 

on the  sphere S~ c ~ i + 1  of radius p. In o ther  words up is the  probabi l i ty  measure  on ~ i + 1  
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which is invar iant  under  the  or thogonal  group O(i + 1) and has suppor' ,  S~. The  O(i + 1)- 

invar iance of ~tp implies t ha t  Ep/q(~,b,p) is cons tan t  in p > 0 and in £ for all non-zero l inear 

funct ions  ~ on ~ i + 1 ,  which allows us to define 

"/i(P, q) = Ep/q(~, t/p) . 

This  agrees wi th  our 700 defined earl ier  as 7~(P,q) --+ 700(; ,q) for i ~ oo by a s t ra ight forward 

computa t ion .  

Now, observe tha t  the  proof  of (**) also yields the  following 

1 . 1 . A  T r i v i a l  P r o p o s i t i o n .  I t ' t he  m e a s u r e / x  is continuous then 

7i(Lp/Lq) < 7i(P,q)  ( + + )  

for all i = 0 ,1 , .  ..  , and l _ < q  < p < c ¢ .  

Not ice  tha t  ( + + )  is s t ronger  t han  (**) as 7i < 7oo for i < oo. 

A more  in teres t ing fact  is tha t  ( + + )  is sharp if e i ther  p or q equals  two. 

1 . 1 . B  T h e o r e m .  If p or q equals two then 

)~i( Lv/  Lq) > "~i(P, q) , (+) 

for all i = O, 1 , . . . .  

P r o o f :  Let  L be an a rb i t ra ry  (i + 1)-dimensional  l inear space of funct ions on V. To prove 

(+)  we must  show tha t  

E(L) clef sup Ep/q(£) > 7i(P,q) • 
gEL\{0} 

Firs t  we recall  (L ' ,  # ' )  and observe tha t  

E ( L ) =  sup Ev/q(e,#'  ) . 
~EL\{0} 

T h e n  we invoke the  group G of l inear isometries of L wi th  the  L2-norm ( induced from 

L2(V,v)  D L) and consider  the na tura l  act ion of G on L '  and on measures  on L ' .  Notice 

tha t  the dual  L2-norm on L '  turns  L' into a Eucl idean space and G becomes  the  or thogonal  

group O(i + 1) ac t ing  on ~ i + 1  = L '  in the usual way. T h e n  we average /~ '  over  G and set 

= / g#tdg 
G 

for the normal ized Haar  measure  dg on G. Notice,  t ha t  ~ '  is a O(i + 1)-invariant  measure  on 

~ i + 1  : L' and so the energy Ep/q(~,-~) is independen t  on ~ for all ~ C L \{0} .  
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1.1.B1 B a s i c  L e m m a .  If  p or q equals 2, then 

E(L) >_ Ep/q(~,h ~) 

for £ • L\{0} .  

P r o o f :  Recall tha t  Ep/q is the ratio 

Ep/~(~, . )  = I~/P(~,.)/Z~/~ (~,.) 

for 

To be specific let p = 2. 

tha t  is Iv(~, g/z') is cons tan t  in g as follows from the defini t ion of G. Thus  

Ep/q(e, g~') = CI~(e, g.') 

for a = _ q  t_ and  some C > 0. This implies tha t  

sup Ep/~(e,~.') > C ~  , 
gCG 

where 

lq = / Iq(£, g, ')dg.  
G 

Ip(e,~) = / lelVd~. 
L j 

T h e n  the integral  Ip(~, u ')  is invar ian t  under  the act ion of G on # '  

and  by the  t rans i t iv i ty  of G on the sphere S i C ~5~ i+1 = L ~, 

E(L) = sup Ev/q(:., g#')  . 
gCG 

This  all together  yields (*) for p = 2 and the same a rgumen t  works for q = 2. 

Now, the proof of (+)  follows from (*) and  the following simple l emma applied to the 

measure  ~, = ~ ,  

1 .1 .B2 .  Let u be a rotationally invariant O.e., O(i + 1)-invariant) probability measure in 
1R i+1. Then 

Ep/q(£,u) > Ev/q(~,.p) = ffi(P,q) 

(,) 

Now, by the l inear i ty  of Iq(~, i/) in u, 

Iq Iq(~, ~ ')  
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for all non-zero linear funct ions ~ on 1R i+l, all p > 0 and all 1 < q < p < co. 

Proof :  We shall need the following trivial 

X.1.B~ C a l c u l u s  l a m i n a .  Let A~(t) = a~t + bl and As( t )  = ast + bs be linear functions 

in t whose derivatives A~ are non-zero of  same sign, that is alas  > 0, and let A~ (to) and As(to) 

be posit ive at some point  to. I f  O < q < p < co, then to is not  a local m i n i m u m  point  o f  the 
1 1 

ratio ~ A 1 / A 2  • 
L L 

We are going to apply this lemma to Ev/q = I~ ( v ) / I ~  (v) keeping in mind that lp and 

Iq are linear in v. We observe that every extremal point v in the space of O(i  + 1)-invariant 

measures on if?i+1 is a measure supported on a single sphere S~ c ~ i + 1  for some p > O, that 

is v = v s. We also notice that  the derivatives in p 

and 

are strictly positive. Now, 1.1.B~ shows that  Ev/q has no local minimum point apart  from 

{up} and so by an obvious compactness argument Ev/q assumes the minimum exactly on the 

set {vp}p>o. Q.E.D. 

1.1.B3 E x a m p l e .  The best known and most useful case of Theorem 1.1.B is that where 

p = co and q = 2. In this case "~ = ~ - ~  1 and so 1.1.B amounts to the following property. 

Let L be an (i + 1)-dimensional linear space of funct ions on a probability space (V,#) .  

Then there exists a non-zero ~ E L, such that 

sup [e(v)l _ VTG- / ( / l e (v )12d~)  + (+) 
v @ V  

*3 

Besides the case where (V,/z) --= (~ i+1 ,  #p) the equality is achieved for the finite measure 

space V consisting of i + 1 equal aromas. This suggests that  the averaging is not indispensible 

for the proof and the following (standard) argument gives a confirmation. 

Let t o , . . . ,  £i be an Ls-orthonormal basis in L. Then every L2-unit vector £ E L is a linear 

combination 

2 z 1 .  for ~ a i 

E L is equivalent to the inequality 

i 

= ~ a,~, 
i = 0  

Therefore the inequality ]l(v)l < A(v) for a given v E V and all unit  vectors 

i 
< 

i = 1  
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Hence, 

AS(v) >_ / ~ e ~ ( v ) = i + 1 ,  
v V 

which implies the required inequality 

sup !~(v)l ~ ~ 1 .  
v E V  

1.1.B3 The above (+) frequently applies to spaces of solutions x of an elliptic equation 

Ax = 0 (see [Ka], [Me], [G-M1). For example, if V is a Riemannian manifold of bo~need ao~a~) 

geometry and A on V is invariantly related to the geometry of V, then 

llxtl~ ~ const tlxrr2, 

where the constant depends only on the implied bound on the geometry. Then the above (+) 

applied to the normalized Riemannian volume of V, yields 

d imKerA < eonst 2 VolV . 

If V is complete non-compact of infinite volume and L is an infinite dimension space of 

solutions x of Ax = 0, then one can sometimes make sense of the inequality dim L~ Vol V > 0 

and use (+) to prove the existence of a non-zero L2 -solution x on V. (For example, see [Ka].) 

1 .1 .C T h e  p r o o f  of  1.1 for  al l  p a n d  q. The basic averaging argument  (see 1.1.B1) 

applies, in principle, to the linear isometry group of (L, II lip) for all p, but for p ¢ 2 this 

group is usually two small to be useful. However, by Dvoretzky theorem (see 1.2), there exists 

a j-dimensional  subspace M C: L whose Lp-norm is e invariant under the L2 isometry group 

G=O(j)  o f (M,  II ll2), 

(t - e)Hzllp _< [Ig~llp < (1 + ~)llxl[,, 

for all x E M and g E G, where e admits an universal bound in terms of j = dim M and 

i -- d imL - 1, 

e < e o ( i , j )  , 

such that  for every fLxed j ,  

~0(/ , j )  0 for 

Now the L~-argument applies up to an e-error to (M, 11 

i ~ c ~ .  

lip) and the error goes to zero for 

Q.E.D. 
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1 .1 .D R e m a r k s .  (a) The above argument using Dvoretzky theorem also applies to the 

spect rum {A/j} (see 0.6) and shows that  for every fixed j 

lim A{ i >> " ~ ( p , q )  . 

In other words, every/ -d imensional  subspace L C Lq(V, it) contains a j -dimensional  subspace 

M c L, such tha t  

Ep/q I M > (1 - ei3)"/oo(p,q ) 

where eij  ---+ 0 for i --+ oc. 

(b) To prove 1.1 one actually needs only the weak Dvoretzky theorem (see 1.2.C) whose 

proof is obtained by an integration argument similar to that  used in 1.1.B1. (See §9.3 of [Gr] 

for yet another  applicat ion of this argument.)  

(c) Theorems 1.1 and (especially) 1.1.B look a century old but  I made no effort to find 

early references. (The earliest frequently cited papers I know of are [Ru] and [Ste].) A very 

interesting use of 1.1.Ba appears  in [Ka] and the averaging argument  of 1.1.B1 can also be 

found in [G-M]. 
(d) If the measure space V in question is finite and consists of N atoms, then the i- th 

eigenvalue ,~i of Lp/Lq i s  related to the (N - / ) - w i d t h  of the unit ball Bp, C Lp, with respect 

to the Lq,-norm by 

( N  - i ) -w i d t h (Bp , ,  Lq,) = 2)~i -1 , 

where p' and q' are determined by 

1 1 1 1 
- - + - : 1 ,  - - + - : 1 .  p, p q/ q 

In the case where N == t i  and the atoms of the underlying measure space V have unit 

mass the width,  and hence ),i, were es t imated by Ka~in (see [Pi]) as follows 

1 f o r p >  1 > 2  
1 1 

A i×  i7 ~ f o r q < 2 < p  
. L - - L  
~q , f o r q < p <  2 

where a{ × b{ signifies that  a~/bi is pinched between two positive constants for i --~ (x~. Similar 

(but more difficult) est imates for all N are due to Gluskin (see [ei] and [Rag]). 

(e) Q u e s t i o n .  Let H be a homogeneous function in k variables of degree zero. Then for 

a given k-tuple ( p l , . . .  ,Pk) one defines the energy 

E ( ~ )  : H(Ll~ll,  . . . . . .  I1~%:) ,  
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and  asks what  the spec t rum of this E is. If k = 2, the quest ion reduces to Lp/Lq .  If k = 3, 

the s implest  energy is []xltp, flxtlw/Hx[12p3. 

In  fact one is interested in the spec t rum of the mul t i -pa ramet r ic  "energy" 

x '  ' ( I i : G , , - - - , l i x i l p ~ )  , 

as it  is defined in 0.4. 

1 .2 D v o r e t z k y  t h e o r e m .  We s ta te  below for reader 's  convenience several versions of 

Dvoretsky thoe rem and  we refer to [Mi-Sh] for the proofs. 

The  classical version of the theorem claims that  the rat io E(x )  = ]]x]]'/]]x][ of two norms 

on a l inear  space L becomes "nearly cons tant"  when restr icted to an  "appropriate"  subspace 

M C L, provided d i m L  is sufficiently large. Here the non-cons tancy  of E is measured by the 

logarithmic oscillation 

los E = log(sup E / i n f  E) 

and  the precise s t a t emen t  is as follows. 

1 . 2 . A .  For every j < f = dim L there exists a linear subspaee M C L of  dimension j ,  such 

that  

los E I M < e(i,  j )  , (*) 

where s( i, j )  is a universal constant depending on i and j ,  such that for every fixed j ,  e( i , j )  --* 0 

for i---* oo. 

1 . 2 . B  R e m a r k .  The  most  i mpo r t a n t  special case of 1.2.A is where L = /R i and  [[ [[ is 

the Eucl idean  n o r m  on ~ i  In this case the theorem applied to E = [I [I t restr icted to the 

un i t  sphere in £~i. Notice tha t  this special case (applied first to L and  then  to M)  yields the 

general  case. 

1 . 2 . C  W e a k  D v o r e t z k y .  In this version of the theorem the cons tan t  ¢ is allowed to 

depend  on C = l o s E  ] L. Namely,  one assumes l o s e  t L - C < oo and  only claims the 

existence of an  M C L, such tha t  

l o s e  I M < e ( i , j , C )  , 

where  e ~ 0 for i --~ oo and  j and C fixed. Here again  the most  i m p o r t a n t  case is (L, [I I[) = 

j~i .  This  Eucl idean  Dvoretzky is equivalent  (this is easy, see [Mi-Sh]) to the following subaddi-  

t iv i ty  of the funct ion  pro X for X c P ,  which is, we recall, the maximal  d imens ion  of projective 

subspaces conta ined  in X,  

p ro (X  U Y) < A ( p r o X ,  pro(Y + ¢ ) , s - 1 )  , 
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where X and Y are subsets in P,  where Y + ¢ C P denotes the e-neighbourhood of Y with 

respect to the s tandard (Euclidean) metric in P, and where A is some function in three real 

variables. This is worth comparing with the subadditivity of the essential dimension, 

ess(X U Y) _< essX + essY + 1 , 

(see 0.4.B1). 

1 .2 .D N o n - s y m m e t r i c  D v o r e t z k y .  

the symmetry requirement for the norms 11 

The Dvoretzky theorem remains true if we drop 

II and II I]" This is possible due to the following 

version of Bezout (Borsuk-Ulam) theorem (compare §4). 

Let  E : 1I£ i ---* ~ be a continuous funct ion and x l , . . .  , xk  be some vectors in ff~. I l k  < i, 

then there exist an orthogonal transformation g o f  £:~ i, such that  

f o r a l t ~  = 1 , . . . , k .  

1 .2 .E D u a l i z a t i o n .  

: E (  - 

Dvoretzky theorem can be stated as the existence of an E-round 

j-dimensional  section of a convex subset K in ~ i .  This yields, by duality, the existence of 

e-round projections of K. Since projections commute with taking convex hulls one can drop 

the convexity assumption on K and arrive at the following proposition. 

Let  K be a compac t  subset  in 1R i which linearly spans 1R i. Then  for every j < i there 

exists a surject ive linear m a p  A : j~i  --~ 1Ri, such that  K goes into the unit Euclidean ball in 

1R y , 

A ( K )  C B~ = { z  C 1R j [ ][xl[ < 1} , 

and A(K)  is v-dense in where as earlier, for each j ,  

e = e ( i , j ) - - - ~ 0  as i - - ~ .  

(Recall, that  a subset of a metric space is called e-dense in B if its e-neighbourhood contains 

B.)  Moreover, one can find the above A of  form Ap, where p : 1R i -+ 1R j c 1R i is an orthogonal 

projection onto a subspace and A is the mult ipl icat ion by a scalar A > 0. 

1 .2 .F  P r o j e c t i o n  of m e a s u r e s .  With little extra effort the above discussion applies to 

projection of measure on JT~ i rather than of subsets. Namely, let #i be a probability measure 

on ~ i ,  for all i = 1, 2 , . . . ,  such that the support of #~ linearly spans ~ i .  

Then  for every j = 1 , 2 , . . . ,  there exists an orthogonally  invariant measure ~ on 17~ j and 

a sequence o f  linear maps  A i  : ~ i  _~ 1Rj, such that  the push-forward measures A,(l~i) on 
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~ J  weakly converge to -ft. Moreover one can choose Ai  = Aipi as in 1.2.E. (This version of 

Dvoretzky theorem nicely fits the fixed-point philosophy of Fiirstenberg,  see [Gr-Mi].) 

1.3 O n  t h e  t o p o l o g i c a l  v e r s i o n  o f  t h e  E v / q - s p e e t r a .  If the measure space (V,/z) is 

infinite then the Ess-spectrum for Ep/q collapses to the single point  A0 = 1. This is immediate 

with the following. 

T r i v i a l  o b s e r v a t i o n .  Let C~ c P be the subset  of  (the projective classes o f )  functions x on 

v,  such that  I~(~)1 <- 1 for all v E V and 

# { v 6 V  I lz(v)] = 1} _> l - e .  

Then ess C~ = 0o for all e > 0. (Notice that  pro C~ = 0 for all e > 0.) 

Now let us compute the topological spectrum of Ep/cl on the finite measure space (V,/~) 

consisting of n equal atoms of mass 1/n.  

1 .3 .A .  The ess-spectrum of  Ep/q on V is 

1 1 

~, = ( , )  

P r o o f :  A trivial computat ion shows that  the critical points of the function E of index i 

are the baricenters of i-codimensional faces (which are (n - i - 1)-dimensional simplices) of 

the Ll -sphere  {[[X[]l = 1} c LI(V,#)  and Ev/q equals the above hi (given by (*)) at these 

baricenters.  Hence (*) follows by the Morse theory. 

R e m a r k .  One can avoid using Morse theory by applying the following simple topological 

facts (A) and (B) to the unit L1- and Loo-balls 

{ -xLlzil<x}c~n 
][~:H1 = n i = 1  

and 

][x[]oo = sup[xi[ _< 1} C /R n . 
t 

(A) Let  Q c P = P(1R ~) satisfy essQ >_ i and let B c ~ be a convex centrally 

symmetr ic  polyhedron with non -emp ty  interior. Then the cone Q c 11~ '~ over Q meets  some 

(n - i - 1)-dimensional face o f  B .  

Notice tha t  a similar fact for p roQ > i holds true without assuming B is symmetric.  In 

fact the meeting points of an (i + 1)-plane L c ~ '~ with the (n - i - 1)-faces of B are exactly 

the extremal points of B A L. 
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(B) Let Bi  C P be the projection to P of the union of i-faces of  B. Then 

ess B~ = i 

Notice tha t  proB-* = 0 for the  Lc~-ball B and i < n - 2  (this is the case for our  ess-spectral 

discussion),  which explains  the sharp discrepency between the  ess- and  pro-spectra.  

§2 V a r i a t i o n ,  o s c i l l a t i o n  a n d  e s s - s p e c t r a  fo r  s p a c e s  o f  c o n t i n u o u s  m a p s  

The  measure  theoretic conen t ra t ion  phenomenon  of the previous section has the following 

topological counterpar t .  

A "large" subspace in the space of cont inuous  maps  between topological spaces V and W 

mus t  con ta in  a "topologically complicated" map  x : V --* W. 

If W = ~ a n d  V is connected,  then  the complexi ty  of a funct ion  x : V --+ /R can be 

measured  by the variation of X,  

Varx  = f bo(x - l ( t ) )d t  
/R 

where b0 is the zero Bett i  number ,  tha t  is the number  of connected components  of the pull-back 

x - l ( t )  for all t E ~ .  
X 

Notice tha t  every map  x : V --~/R can be uniquely  factorized as follows, V ~ ~ ,  

where V is a 1-dimensional  space (graph) and  ~ is a connected map of V onto  V,  tha t  is 

~-1(~-) C V is connected for all ~ E V-. T h e n  

Varx  = Vary  , 

where Vary  may  be thought  of as the "total length" of V with the metric  induced f rom /R .  

For example,  if V = [0, 1], then  V = V, x = y and 

1 

= / Ix ' ( , ) ldv  Varx  
0 

R e m a r k s .  (a) The  var ia t ion  of x : V --* ~ is no t  an  especially good measure  of complexity 

as it is uns tab le  under  small  pe r tu rba t ions  of x. Bu t  one can stabil ize Va rx  by  in t roduc ing  for 

e v e r y 0 < ¢ <  1, 

Var~x = inf Var(x + y) 
Y 
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over  all cont inuous  funct ions  y : V -+ ~ sat isfying 

for the n o r m  

llyll~ < :llxlloo 

Iixiloo = sup Ix(v) l . 
vCV 

(b) We are main ly  concerned here wi th  funct ions on [0, 1}, but  we have presented the 

definit ions keeping an eye on possible general izat ions.  (Compare  §2.1.3.B in [Gr]3). 

2 .1.  T h e  n u m b e r  o f  o s c i l l a t i o n s  o f  a f u n c t i o n .  For  a funct ion x : V - + / R  we wri te  

O s c x  = sup x(v) - inf x(v) 
vEV vEV  

and  then  for every posi t ive  y < 1 define the number  of ">oscillations of x as follows. Firs t  we 

say tha t  subsets  1/-i nd V2 and V are x-independent if there  exists no connected subset  U c V 

on which x is cons tan t  and which meets  bo th  subsets 1/'1 and 172. T h e n  we define # . ,  Osc x as 

the  max ima l  in teger  k for which there  exists x - independen t  subsets  V 1 C V for j = 1 , . . . ,  k, 

such tha t  

Osc x I Vj _> ~t Osc z 

for j = 1 , . . .  ,k .  We abbrev ia te  # Osc = #1  Osc and call this the number of full oscillations of 

x. If V = [0, 1] then  # Osc x equals the  maximal  number  k such tha t  [0, 1] can be par t i t ioned 

into  k subintervals  wi th  equal x-images.  

Also not ice  tha t  

V a r x  > (~/#-~ Oscx)  O s c x  

and tha t  #.~ Osc x enjoys an obvious kind of s tabi l i ty  under  pe r tu rba t ions  of x. 

2 .2  T h e o r e m .  Let Q be a subset in the projectivized space P of  continuous functions on [0, 1]. 

Then there exists a function x E Q, such that 

# o s c  x > e s s  Q . 

P r o o f i  App ly  4.3 A and A1 to the space T of par t i t ions  of [0, 1] into k +  1 = ess Q subintervals.  
k 

This  gives us a pa r t i t ion  [0, 1] = [_J I i ,  and an x E Q, such tha t  
i = 0  

o s c  x I I i  = o s c  x , 

for i = 0 . . . .  , k. Q.E.D. 
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2 . 2 . A  R e m a r k s  a n d  c o r o l l a r i e s .  (a) The above theorem applies, in par t icu lar  to every 

(k'  + 2)-dimensional  l inear (sub)space L of funct ions on [0, 1] and  claims the existence of a 

non-zero x E L having 

~ o s c x > k ÷ l  . 

(b) One  easily sees wi th  2.2 tha t  the ass-spectrum (as well as the pro-spectrum) of the 

energy E ( x )  = varx/]]x]]oo is Ai = i for all i = 0, 1 . . . . .  

(c) The  divergence ),i --* co of the p ro -spec t rum can also be derived from the Dvoretzky 

theorem (see 1.2.E) as follows. Given  an  (i ÷ 1)-dimensional  space L of funct ions on [0, 1], we 

have a cont inuous  m a p  of [0,1} into the dual  L ' ,  such tha t  the funct ions  from L appear  as the 

restr ict ions of l inear  funct ions  on L '  to [0, 1} (see the proof of 1.I) .  As i --~ co, we can find 

a k-dimensional  subspace L0 c L, such that  k ~ co and the corresponding image of [0,1] is 

e-dense in the un i t  ball of L~) for some Eucl idean metric  in L~) where ¢ --* 0 for i --* co. Then  

obviously E ( x )  -~ oo for all x E L0 and  i --* co. 

(d) The o r em 2.2 and  its corollaries mus t  be as old as the Bezout -Borsuk-Ulam theorem, 

bu t  I have not  checked the l i terature.  

§3 A s y m p t o t i c  a d d i t i v i t y  a n d  h o m o g e n e i t y  o f  D i r i c h l e t  e n e r g i e s  

3 .1  E x a m p l e s  o f  D i r i c h l e t  e n e r g i e s .  The  classical Dirichlet  energy is defined on funct ions 

x on a bounded  Eucl idean  domain  V by 

E ( x )  = Ildxl12/llxl12 

where d denotes the differential of a funct ion and  where the L2-norms of dx and x are taken 

wi th  the ord inary  Lebesgue measure  in V. A more general  class of integro-differential  energies 

can be defined as follows. Let X and  Y be smooth  vector bundles  over a manifold V and 

D : x ~ y a l inear  (or non-l inear)  differential opera tor  between the sections of X and  Y. In 

order to define what  we call the L v D / L q - e n e r g y  

E ( x )  = IIDxIlv/NXIlq , 

we need the following addi t ional  s t ruc tures  (a) and  (b). 

(a) norms  in the vector  bundles  X and  Y. Wi th  these we have the point-wise norms  [[x(v)[[ 

and  [[y(v)[[ of sections of X and  Y on V. 
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(b) A m e a s u r e  ix on  V which  is a lso d e n o t e d  dv. W i t h  th i s  we h a v e  t he  L p - n o r m  on 

sec t ions  of X a n d  Y,  
1/p 

Not ice  t h a t  for the  LooD/Loo-energy one only  needs  t he  m e a s u r e  class of ix r a t h e r  t h a n  t he  

m e a s u r e  itself. 

R e m a r k s .  (a) if t he  o p e r a t o r  D has  inf in i te  d imens iona l  kernel ,  t h e n ,  in  o rde r  to  have  an  

" in t e r e s t i ng"  s p e c t r u m ,  one should  e i the r  res t r i c t  D to a subspace  of sec t ions  where  the  kernel  

is f ini te  d i m e n s i o n a l  or  to  pass  to  a n  a p p r o p r i a t e  q u o t i e n t  space.  For  example ,  if D is the  

ex te r io r  d i f ferent ia l  on  forms ( r a t h e r  t h a n  on  func t ions ) ,  t h e n  one  s h o u l d  work  m o d u l o  closed 

( some t imes  exac t )  forms.  

(b) I t  is s o m e t i m e s  i n t e r e s t i ng  to use  different  measu res  in def in ing  t he  n o r m s  of  x a n d  Dx. 
For  example ,  one  m a y  b r ing  in to  the  p ic tu re  some m e a s u r e  #1 c o n c e n t r a t e d  on  a " subvar i e ty"  

V ~ C V a n d  t h e n  to  look a t  E = LpD/Lq(#'). 

Let  us  look more  closely a t  t he  case  were  D = d is t he  ex te r io r  d i f fe rent ia l  on  func t ions  x 

on  V. Here  X = V x ~ -* V is the  t r iv ia l  b u n d l e  and  Y = T*(V) is the  c o t a n g e n t  bundle .  

We  do n o t  h a v e  to  wor ry  a b o u t  a n o r m  on  X as we a l r eady  have  one,  Ilx(v)]] = lx(v)t, for the  

o r d i n a r y  abso lu t e  va lue  o n / R .  On  t h e  o t h e r  h a n d  the re  is no  canon ica l  n o r m  on  T* (V) a n d  so 

we have  to  choose  one. If  V is connec ted ,  such  a n o r m  defines a me t r i c  on  V by 

d i s t ( v l , v 2 )  = sup Ix(vl)  - x(v2)l 
X 

over  all C l - f u n c t i o n s  x on  V, such  t h a t  

-- sup IJdxCv)ll _< I Ildxlloo aTf ~cv 

T h i s  d i s t ance  ( and  s o m e t i m e s  t he  n o r m  itself)  is called a Finsler met r i c  on  V. A F ins le r  met r ic  

is cal led Riemannian, if  t h e  n o r m  in each  f iber  T~(V), v E V is Euc l idean .  

R e m a r k .  Usua l ly  one s t a r t s  w i t h  a (dual)  n o r m  in the  t a n g e n t  b u n d l e  a n d  define the  

d i s t a n c e  as t h e  l e n g t h  of the  s h o r t e s t  p a t h  p : [0, 1] --* V be tween  vl  a n d  v2. Namely ,  the  
dp(t) n o r m  in T(V) al lows one to  m eas u re  t h e  t a n g e n t  vec tors  --dr-- E Tp(t)(V) a n d  t h u s  to  define 

the maximal stretch of p, 
I tTp l l=  sup  dp(t)  . 

tc[o,ll dt 

T h e n  one  gets  d i s t ( v l ,  v2) as inf  NTpll over  all p a t h s  p w i th  p(0) = v ,  a n d  p(1) = v2. 
P 
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To conc lude  t he  def in i t ion  of the  Lpd/Lq-energy on  a F ins le r  man i fo ld  V we need  a measu re  

on  V.  Usua l ly  one  uses  t he  F ins le r  n o r m  on T*(V) to  p rov ide  V w i t h  a m e a s u r e  as follows. One  

cons iders  t he  determinant bundle It(V) t h a t  is the  top  ex te r io r  power  AnT  * (V) for n = d im V. 

T h e r e  are  m a n y  ( u n f o r t u n a t e l y  too  many)  n a t u r a l  ways to define a n o r m  on  A(V) s t a r t i n g  

f rom ou r  n o r m  on  T*(V) .  Since A(V) is one -d imens iona l ,  a n o r m  on A(V) is Isection] of A(V),  

t h a t  is a d ens i t y  on  V w h i c h  in t eg ra t e s  to  a measu re  on  V. 

3 . 1 . A  D i r i c h l e t  o n  m e t r i c  s p a c e s .  For  a f unc t i on  x on  a me t r i c  space  V we define 

the  L ipsch i tz  c o n s t a n t  Lip x as the  s u p r e m u m  of Ix(v1) - x ( v 2 ) l / g i s t ( v 1 ,  v2) over  all pairs  of 

d i s t i nc t  p o i n t s  vl  a n d  v2 in V. T h e n  for a p o i n t  v E V we res t r i c t  x to  the  e -ba l l s  B~ c V 

a r o u n d  v a n d  set  

Idx(v)l = IL ip~x l  = l i m s u p L i p x  I B~ , 
e ~ O  

a n d  IIdxfl = s up  Idx(v)l. Not ice  t h a t  lld=ll <_ L i p x  a n d  s t a t e  t he  fol lowing 
v E V  

T r i v i a l  L e m m a .  The following two conditions are  equivalent 

(i) Hd=[[ = L i p =  for all functions x on V. 

(i/) Fo r  eve ry  two points Vl a n d  v2 with some distance d in V and every  ¢ > 0 the re  exis ts  a 

(c-middle) point v, E V,  such t h a t  d i s t ( v i , v t )  _~ e + ½d for i = 1,2.  

Me t r i c s  sa t i s fy ing  (ii) are  cal led geodesi¢. ( T h e y  are  also cal led i nne r  met r ics ,  l eng th  

me t r i c s  a n d  local met r ics . )  O bs e r ve  t h a t  F ins le r  me t r i c s  a re  geodesic.  

Now, w i th  a m e a s u r e  on  V we have  t he  Lpd/Lq-energy 

If  V is a F ins l e r  space  t h i s  agrees  w i t h  t he  ear l ier  def ini t ion.  T h e  s a m e  c a n  b e  sa id  for Carnot 

spaces def ined  be low 

3 . I . B .  C a r n o t  s p a c e s .  Cons ide r  a first o rder  d i f ferent ia l  o p e r a t o r  D on func t ions  = on  

V,  whe re  t he  r a n g e  b u n d l e  Y is e q u i p p e d  w i th  a no rm.  T h e  i ssu ing  s e m i n o r m  on C l - f u n c t i o n s ,  

x IID=ll= 

is cal led a Carnot structure on V, p rov ided  D ( c o n s t )  = 0, t h a t  is D = h o d for some ho- 

m o m o r p h i s m  h : T*(V)  ~ Y .  If  h ha s  a c o n s t a n t  r a n k  k, t h e n  t h e  C a r n o t  s t r u c t u r e  is 

un ique ly  d e t e r m i n e d  b y  t h e  image  b u n d l e  of t he  ad jo in t  h o m o m o r p h i s m  h* : Y* ~ T(V) ,  

cal led 0 = I m h *  C T(V) ,  a n d  a n o r m  on O. 
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Define Ca rno t ' s  (semi)metr ic  on V by 

d i s t ( , ~ , ~ )  = sup I ~ ( ~ )  - z (v~) l  

over all x wi th  IIDzllo~ _< 1. One can equivalent ly  define this " d i s c  wi th  pa ths  in V tangent  

to 0. Thus  one sees, in par t icular ,  tha t  dist  is an honest  metr ic ,  i.e., everywhere  < oo, if and 

only if every two points  vl  and v2 in V can be jo ined by a pa th  in V t angen t  to 0. 

R e m a r k .  Carno t  metr ics  are  somet imes  called Carnot-Caratheodary (see [G-L-P]) or 

subelliptie (see [stl). Here we reserve the  word "sub-Riemannian" for the  case where  the above 

no rm on 0 is Eucl idean.  

3 . 1 . C  A l t e r n a t i v e  d e f i n i t i o n s  o f  ]ldxllp. Let us recall t ha t  the eoboundary 6x of a 

funct ion x on V is the  funct ion on V x V defined by 

6 x ( v l , v ~ )  = ~(~1) - ~ ( v ~ ) .  

Next  consider  the  following funct ion K ,  on V x V, 

0 if d i s t (v l ,v2)  > 
K,(v l ,v2)  = ~-1 i fdist(vl ,v2) < e  

and let 5~z be the  p roduc t  K, Sz. In o ther  words we restr ic t  5x to the  e -ne ighbourhood  of the 

diagonal  in V x V and then  divide it  by e. Not ice  tha t  

l imsup  llh~zl]~ = ]tdxl]oo . 

Denote  by #t the  measure  tt × # on V x V and let td~ denote  the  measure  of the  ¢-neighbourhood 

of the diagonal ,  tha t  is 

t / d/t t~ = e K~ , 
V×V  

and  let 

lixll~ = l imsup  116~xilp//~ • 

Not ice  tha t  for sufficiently smooth  Riemannian  (and sub-Riemannian)  spaces V , / IxH;  = 

constn,p ]lxllp, where n is the  d imension of V (which should be proper ly  defined in the sub- 

Riem~nnian case) .  An advantage  of !t~ll~ over lt~tlp for n o n - s m o o t h  spaces is clearly seen for 

p = 2 as the  n o r m  IIx]l~ is always Hi lber t ian  and the  dev ia t ion  of  HdxlI2 f rom being Hi lber t ian  

(as well as non-cons tancy  of the no rm rat ios ]ldxHp/I]dxII~) measures  non-smoothness  of V. If 

V is a Fins ler  manifold (e.g., a domain  in a finite dimensional  Banach  space) this measures  how 



157 

far V is f rom a R iemann ian  space. The  pic ture  is less clear for nowhere  smoth  (e.g., fractal) 

spaces V. 

One can general ize the  defini t ion of K ,  by taking any funct ion  e(t) and by le t t ing  

A classical choice of e is 

K~ = e (d i s t ( v l , v2 ) )  

e(t) = e x p - s - l t  

which for e --* 0 gives us (after a normal iza t ion)  a regular ized vers ion  of the  above  Ildxll;. 
Final ly  observe tha t  the  funct ions K(Vl ,  v2) = e ( d i s t ( v l ,  v2)) define integral  opera tors  on 

V, 
f 

x ~ K * x -- / K ( V l , V 2 ) X ( V l ) d V l  • 
V 

Spec t ra  of such opera tors  are similar  to those of the energies Ildxl[p/HZHp. 

E x a m p l e .  Let  x ~ K ° * x be the  averaging of x over  the  e-balls B ( v , e )  in V, tha t  is 

[ 0 for d i s t (v l ,v2)  > e 
K ° ( v l , v 2 )  [ . B ( v ~ , e ) ]  -1  for d i s t (v l ,v2)  < e 

(Notice tha t  this K ° is not  of the form e(dist),  unless the  measure  I~(B(v , s ) )  is cons tant  in 

v). If V is "sufficiently smooth"  then  the  opera to r  

A ,  = a - 2 ( I d - K { )  

converges for e ---* 0 to the  Laplace opera to r  A --_ d*d on V. In par t icular ,  the eigenvalues of the 

ope ra to r  IA*A, t  1/4 converge to those of the energy Ildxll2/]lxll2. This  suggests the definition 

of the  norms I]Axllp = l i m s u p  ]IA~xllp for an a rb i t ra ry  met r ic  space V. Probably ,  the  existence 

of sufficiently m a n y  x wi th  llAxHp <_ oe implies cer ta in  smoothness  of X .  Otherwise  one may 

t ry  norms  associated to more regular  operators ,  for example  e - P ( I d -  K °) for p < 2. 

~ . I . D .  T h e  above re la t ion be tween  metr ics  in V and norms on funct ion spaces is of quite  

general  na ture .  Namely,  every  seminorm on the space X of (say, continuous) funct ions x on 

V defines a n o r m  in the  dual  X ~. As V is canonical ly  m a p p e d  into X ~ by Dirac 's  v ~ / ~ ,  we 

get an induced (Cara theadory)  metr ic  on V. More  generally, if X is the  space of sections of a 

k-dimensional  vec to r  bundle  over V, then V is na tura l ly  mapped  into the Grassmanian  of the 

k-planes in X ' ,  which again  induces a (Bergman)  met r ic  in V from a seminorm in X.  

T h e  major  p rob lem of the  geometr ic  spectra l  theory  is to re la te  the proper t ies  of such 

metr ics  on V wi th  the  spec t ra  of the  (ratios between) norms in question.  
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R e m a r k .  T h e  above  metr ic  on V m a y  degenera te .  For  example  if we use the  n o r m  IILvdlt 

on an n -d imens iona l  manifold  V, then  the resul t ing metr ic  on V is degenera te  for n > p. In 

such a case it is useful to consider  the following d is tance  between subsets  ( ra the r  than  points)  

in V, 

d is t (Vi ,  1:2) = sup !lxIl-1 , 
:g 

where x sums over all funct ions which are equal zero on 1/-1 and one on V2. Notice  t ha t  dist  -1 

is cal led the  capacity (associa ted  to the  no rm [[ [[) and  it has been extens ive ly  s tud ied  for the 

above  no rm [[Lvdll (see [M-H]). 

3 .2  D i r i c h l e t  e n e r g y  u n d e r  c u t t i n g  a n d  p a s t i n g .  S t a r t  wi th  the s imples t  case where 

V is the  d is jo int  union of 1/-1 and V2 and canonical ly  decompose  each funct ion x on V into the 

sum xl  + x2 where  Xl [ V2 = 0 and x2 [ V1 = 0. One t r iv ia l ly  has 

3 . 2 . A  L e m m a .  If v <_ q then the energy E (x )  -- rlDzllv/llzltq satidies 

On the contrary, i f  p >_ q, then 

E(x)  >_ man ( E ( x l ) , E ( x 2 ) )  • 

E(x)  < max ( E ( x l ) , E ( x 2 ) )  . 

In particular, i f  p = q and say  E(x l )  < E(x2),  then 

(,) 

(**) 

E(Xl)  < E(x)  < E(x2)  . 

This  implies  the following sub-add i t iv i ty  of the number  N(A) of the eigenvalues < A, t ha t  

is 

N(A) = " d i m " E - t ( - o o ,  A] + 1 

for a given "dim" (see 0.4). 

3.2.A1.  Xf v > q then N(:q > NI(:,) + N2(:,) ,,,here Nd),) = N ( ~ , E  I Vd fo~ i = 1,2. 

P r o o f :  The  inequal i ty  (**) shows t ha t  the *-product  (see 0.4) of E~ "1 ( - o e ,  A) * E21  ( - e e ,  A) 

is con ta ined  in E - I ( - o e ,  A) for all ), (here Ei  = Ei  I Vi), and  3 .2 .At  follows. 

3 . 2 . A 2 .  Suppose  our  "dim" is sub-addi t ive ,  

"d im"A U B < "d im"A + " d i m " B  + 1 . 
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Then for p < q, 

a s  

N(A) < Nx(A) + N2(A) , 

E - I [0 ,  A] C E~-I[0, A] t.J E~-I[0, A] . 

Remind, that ess and pro ± are subadditive which implies the above inequality for the 

respective N(A). 

3.2.A3 R e m a r k .  If "dim" is not subadditive one can bound the {Aij}-spectrum (see 

0.6) rather than {hi} as follows. Let M(£,  N) be the maximal number, such that  every N- 

"dimensional" subset A in P (where the energy E lives) satisfies 

"dim"(A A E- ' [A ,co ) )  > M .  

(Notice that  this M can be obviously expressed in terms of A~j.) Then for p < q one trivially 

has 

M()~,N)  > M 2 ( ~ , M I ( ~ , N ) )  

for all N and )% where M1 and M2 refer to E I V1 and E I V2 correspondingly 

Let us summarize the previous discussion for p = q and "dim"= ess. 

3 . 2 . 8  A d d i t i v i t y  of t he  s p e c t r u m  for  t he  e n e r g y  E(x)  = ]lDxllp/llxHp. I f Y  is the 

disjoint union o f  V1 and V2 then the number 

N(A) = e s s E - l ( - o c , A ]  + 1 

is the sum of  those for V1 and V2, 

N(A) = N,(A) + N2(A) • 

R e m a r k s .  (a) According to our notation this includes the case E(x )  = Ildxllp/llxllp on 

an arbitrary metric space V. 

(b) The above additivity property trivially generalizes to the case where the measure/~ 

underlying E(x )  is decomposed into a sum of measures,/~ = #1 + #~, such that the supports 

of #1 and #2 are disjoint. 

3 .2 .C M o n o t o n i c i t y  of E(x ) .  Let f : V' --~ V be a locally homeomorphic map. Then 

vector bundles on V induce those on V'  and a given operator D on V lifts to D ~ on V'. Now, 
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if our measure /z  on V is the push-forward of some/z ~ on V r, then the pull-back map x ~-* x t = 

f*(x)  preserves E = LpD/Lq  for E ' (x ' )  = E(x) ,  and this remains valid for E --- Lpd/Lq on 

metric spaces. 

3.2.C1 C o r o l l a r y .  Let {Vj},  j = 1 , . . .  , k  be an open cover of  V and functions pj : Vj -+ 

~ +  form a partition of  unity. Then the counting function N(A) for E = L v D / L  q on (1I, Iz) is 

bounded by the functions Nj(A) on (Vi,Pip) , 

k 
N(A) < N,(A) , 

j = l  

provided p < q and "dim" is subadditive (compare 3.1.A2). 

3 .2 .D  E n e r g y  a n d  N(A) on  V/Vo. Denote by Po c P the space of functions (or sections) 

vanishing on a given subset Vo c V. An impor tant  example is where V0 = c~ and then Po by 

definition of this co consists of functions with compact  supports.  The energy E restricted to 

P0 is also called E on V/Vo and the corresponding counting function is denoted N(A, V/Vo) or 

jus t  N°(A). If V0 is not specified then N°(A) refers to N(A,V/oo) .  

It is obvious that  

N°(A) < N(A) 

and tha t  

N(A,U/oo)  < N(A ,V /oo)  

for all open subsets U C V. It follows (see (*) in 3.2.A) that  for p > q 

k 
N°(A) -> Z N°(A) 

j = l  

where N ° = g ° ( v j )  for disjoint open subsets V1 , . . . ,  Vj . . . . .  Irk in Y. 

3 . 2 . E  A b o u n d  on  t h e  c o u n t i n g  f u n c t i o n  N(.k) on  V b y  t h o s e  o n  V/Vo a n d  Vo. 

Let V~ C V denote the e-neighbourhood of V0, 

V~ = {v • Y [dist(v,  V0) _< E} , 

and axll~ denote the L2-norm of the restriction x I V~. Let E~(x) = IIDxllp/llxll~ and denote 

by Ne(A) the corresponding counting function. Notice that  Ee(x) > E¢(x I V~) and Ne(A) < 

N(A, V,). 

Next we recall N°(A) = N(A,V/Vo)  and we assume tha t  D = d and p = q. Thus the 

functions N(A), N°(A) and N~(A) count the energy levels for Lpd/Lp.  
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3.2.E1 L e m m a .  I f  the implied dimension is subadditive then 

N(A) < N°(A ') + Ne(At') 

= ; ; ' / ( z '  + ; '  + ~-1) 

and for all positive A r, A" and ¢. 

P r o o f :  Let a~(v) = ~-1 dist(v,Vo) for v ~ V~ and a~(v) = 1 outside V~. Then 

Now the inequalities 

IId(a~x)llp >_ A'Ita~zll v , 

]]dxll v >_ A"Hxl]~, 

and 

imply 

tta,~LLp + !txtL~ -> tt~ttp 

/]dxllp _> ~l[z[]p 

for A = A~)d'/(A 't + A' + e -1)  and the proof follows. 

3 . 2 . F  A s y m p t o t i c  a d d i t i v i t y  o f  t h e  f u n c t i o n  N(A). Call a subset Vo c V thin if for 

every C _> 0 there exist e > 0 and A0 _> 0, such that  N~ defined in 3.1.E satisfies for all A _> A0, 

CN~(CA) <_ N(A) . 

We call N()~) asymptot ical ly  equivalent to M(A) and write 

N(A) ~ M(A) 

if 

N(CA) _> M(A) > N ( C - 1 A )  

for every C > 1 and all sufficiently large (depending on C) A. 

3 . 2 . F  W e y l  a d d i t i v i t y  t h e o r e m .  Let the metric space V be decomposed into the union 

of  closed subsets V = VIm V2, where the intersection Vo = V1 A V2 is thin. Then the implied 

counting function N(A) for the energy E = Lpd/Lv and "dim" = ess satisfies 

N(A) ~ N,(A) + N2(A) 
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where Ni for i = 1,2 are the corresponding functions for V1 and V2. 

Proof :  This follows from 3.2.E1 and 3.2.B. 

:Remark .  Instead of using the specific cut-off function a~ = e -1 dist, one could postulate 

the existence of such a function with an appropriate notion of capacity of V0 (compare 3.1.D). 

Thus one would obtain a more general (and more conceptual) version of the additivity theorem. 

3.3 T h e  f u n c t i o n  N(A) a n d  the  c o v e r i n g  n u m b e r s .  For a metric space V we consider 

the numbers COV(e), which is the minimal number of e-balls needed to cover V, and the 

number IN(s), which is the maximal number of disjoint e-balls in V. Notice that 

COV(s) > IN(~) > COV(2~) 

for all e > 0. 

Also notice that these numbers asymptotically for e --+ 0 are additive as N(A) and in some 

cases N(A) can be roughly estimated in terms of COV(A-t) .  First we give such estimates in 

the easiest case E = Lc~d/Loo. 

3.3 .A O b s e r v a t i o n .  The function N(~) = " d i m ' Z  -1 ( - c¢ ,  A]+I for E(x)  = [[dx[loo/[lxl]~¢ 

on a geodesic (see 3.1) metric space V satisties for all )~ > O, 

IN(2A -1) < N(A) < COV(~ -1)  . 

Proof :  Given disjoint s-balls B 1 , . . . , B N  in V we consider the linear space L of functions 

generated by the constants and the functions dis t (v ,V \B i ) ,  i = 1 , . . .  ,N .  Then the (obvious) 

inequality 

211xllL~ _> elldzlloo 

for all x C L yields the lower bound on N(X). 

To get the upper bound we observe that every "N-dimensional" subspace in the projective 

space P of functions on V contains (see 0.4) a function x vanishing on a given subset S C V 

consisting of N-points.  Since V is geodesic, such an z is bounded by 

Ilxll~ < Ildxlloo sup dist(v, S) , 
v E V  

which trivially yields the desired upper bound on N(X). 

3 .3 .B T h e  # - r e g u l a r i t y  c o n s t a n t  a n d  a n  u p p e r  b o u n d  on  N(X) for E = Lvd /L  p. 

Denote by ~ = ~(V, #) the minimal number such that every two concentric balls on V of radii 

R and 2R satisfy 

p(B(2R))  < 26#(B(R)) 
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for the given measure /z  on V. 

E x a m p l e .  If V = /R n then 6 = n. Moreover, if V is a complete Riemannian manifold 

with non-negative Ricci curvature then also 6 = dim V. 

3.3 B1 O b s e r v a t i o n .  The function N()t) for E = Lpd/Lp satisfies 

N(),) _> I N ( C A - ' )  

for 

C = 2 2 + 5 / p  . 

P r o o f :  Consider the linear space L of functions on V generated by constants  and the func- 

tions dist(v, V \ B , )  for disjoint s-balls Bi in V. Every x E L obviously satisfies 

Irdxl[p <~ c¢-'-Ir~ll~ 

which immediate ly  yields what we want. 

3 .3 .C L o c a l  a n d  g l o b a l  l o w e r  b o u n d s  on  t h e  s p e c t r u m .  Let V be /z-partitioned 

into closed subsets Vj, j = 1 , . . . ,  k, that  is V = [.J Vj and doubly covered points in V have 
J 

measure zero. I f  "dim" is subadditive and p = q, then, as we know, 

In part icular,  if 

then N(~) < k + 1. More generally, if 

N(,k, V) <_ E N(),,  Vj) . (,) 
J 

= m!n ~ , (y j )  (,) 
3 

then 

= m!n % (Vj) ,  
3 

N(~) < Z i J  + 1 .  (**) 
J 

R e m a r k .  The presence of constant  functions makes ~0 = 0 which forces us to use ~ij (Vj) 

for ij >_ 1. On the other hand the number AI(Vj) for "nice" small subsets Vj is expected to be 

(diam Vj)-1 .  For example, smooth domains in h~ '~, and more generally, compact  Riemannian 

manifolds do admit  arbi t rar i ly  fine "nice" parti t ions.  Unfortunately,  the construction of "nice" 
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partitions may be quite difficult (if at all possible) for general spaces X. (A trivial obstruction 

to the "niceness" is disconnectedness. In fact, a set with m + 1 connected components have 

A0 = A1 . . . . .  Am = 0.) To alleviate this problem we introduce the following. 

3.3.C1 Mol l i f ied  s p e c t r u m .  Take a neighbourhood U C V of a subset V0 C V and let 

denote extensions to U D V0 of functions x on V0. Then we define 

Ild~ll p = inf Ild~llp 
2: 

and study the corresponding/~(x) = I!dztlp/}lzllq and/'~(A) for functions x on V 0. 

R e m a r k .  Th i s /~  is a special case of an energy E where one uses two different measures 

for the definition of Ildxllp and Ilxll q. The properties of such energies are quite similar to those 

where there is only one measure. In fact one can often reduce two measures to one by modifying 

the operator D in question. 

Now, consider a covering V = U vj  and let L~- D t~ be neighbourhoods such that the 
J 

multiplicity of the covering of V by Uj is at most m. Then the function N(A, V) for E = Lvd /L  p 

and "dim"= ess satisfies 

where 

for the mollified A1 of Vj in Uj. 

generalizes to 

N(rn-~A)  _< k + 1 

A = min A'I (Vj) (~,) 
J 

This is proven the same way as above (*) and (**) also 

N ( m -  -~A) < ~ ij + 1 (77) 
J 

for ), = m ! n ~ . ( V j  C U~,). 
3 

3.3.C2 Coro l l a ry .  Let the #-constant 6(V) < oo (see 3.3.B) and let for every e-ball B(¢) 

in V the mollified eigenvalue ~I (B(e)  c B(pe)) ,  for the concentric pe-ball satisfies AI >_ r¢-I  

for given constants p _> 1 and r > 0 and for all e > O. Then 

N(,~) ~ aCOV(X -1) 

for some constant a = a(5, p, r) > O. 

Proof." The inequality 5 < c¢ gives us a control over multiplicities of coverings of V by 

pc-balls, where V is already covered by the concentric e-balls. 
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Besides, ~ controls the growth of COV(¢) which is sufficient for our purpose. We leave the 

(trivial) details to the reader. 

3.3.C3 R e m a r k s .  (a) If V satisfies the assumptions of 3.3.C2, then 3.3.B1 also applies, 

which shows that  N(),) has the same order of magnitude for A ~ co as COV(A-1). In 

particular, a subset Vo is thin (see 3.2.F) if and only if its covering number satisfies 

C O V ( ~ , V o ) / C O V ( ~ , V )  --, 0 for ¢ - ~  O. 

Another consequence of the above discussion is the existence of constants d = d(V) >_ 0 

and bi = bi(V) > 0 for i ---- 1,2, such that 

bl.~ d ~ N(A) < b2A d . 

We shall see later on that  for A --+ co one can take bl --* b2, provided the space V is "infinites- 

imally renormalizable" (see 3.4). 

(b) The conclusion of 3.3.C2 remains valid if the bound A1 _> re -1 is replaced by Aj > T¢ -1 

for a fixed j _> 1 and if one uses a = a(~,p ,r , j ) .  

(c) Lower bounds on A1 often come under the name of Poincard-Sobolev inequalities. By 

Cheeger's theorem, the first eigenvalue of Z(x)  -- []dx[[2/][x]]2 on a Riemannian manifold can 

be bounded from below by the isoperimetrie constant (see below) and Cheeger's argument 

(based on the coarea formula) can be generalized to non-Riemannian geodesic spaces. Let us 

indicate several examples where A1 _> const DiamV. 

(cl) V is the interval with the standard metric and measure. The lower bounds on all ),i 

are immediate here. 

(c2) V is the Euclidean ball or cube. Then the inequality ,~1 _> const,~ Diam follows from 

the following multiplicativity of A1 

,~I(V1 X V2) 2> constrain (AI(V1),A,(V2)) . 

In fact A1 of certain "fibered spaces" V can be bounded from below by those of the base and 

the fibers. We shall show this in another paper where we shall generalize Kato's  inequality to 

non-linear spectra. 

(c3) Recall that a (geodesic) segment [vl,v2] c V for vl and v2 in V is the image of an 

isometric map [0, d] --~ V for d = dis t(vbv2) which sends - 1  --* vl and 1 ~ v2. A subset 

V0 c V is called a d-cone from vo E V if it is a union of segments of length d issuing from v0. 

If V0 is a cone, one naturally defines ad-eones aVo c V for a E [0, 1]. 
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For a #-measureable cone V0, we consider the function # (a )  = #(aVo) which is monotone 

in a and so almost everywhere differentiable. Divide the measure of the complement Vo\aVo 

by the derivative of/~(a) and let 

b(Vo) = s u p  u(Vo\~Vo)/u'(~) 
~_>½ 

Then take the supremum over all d-cones V 0 in V, 

bd = b ~ ( V )  = sup b(v0)  
vo 

It  is shown in [Gr]4, for Riemannian manifolds V, tha t  ~1 of B(~) C B(10¢) can be hounded 

from below by A1 > Ce where C > 0 depends only on sup bd. In fact the argument  in [Gr]4 
d_~20* 

extends to all metric spaces and (as we shall prove elsewhere) yields the following more general 

(and especially useful for Carnot spaces) lower bound on ~'1- 

(c4) Instead of joining points by segments we join them by random paths. Namely, to 

each pair  of points (vl,v2) E V x V we assign a probabil i ty measure ~,,,~2 in the space of 

continuous maps [0,1] --+ V joining Vl and v2. By integrat ing this measure over V x V we get 

a measure on the space of maps I0,1] -~ V, called ~. Similarly, for each vo E V we have the 

integrated measure ~ o  in the space P,o of paths  issuing from vo. 

Next consider a "hypersurface" in V that  is a subset H whose ~-neighbourhoods He satisfy 

A(H) = l i m s u p e - l u ( H ~ )  < oo 
def  * ~ 0  

and denote by Pvo (H) C Poo the subset of path  p : [0, 1] ~ V, such tha t  p(t) E H for some 

t > 1 Define 

b" = sup ~(P,~o(H))/A(H) . 
H, Vo 

Notice tha t  this b (as well as bd of the previous section) is an essentially local invariant in the 

space of paths.  

I t  is nearly obvious (compare [Gr]4) tha t  the inequality g = b(#) < oo for some ~ = ,  . . . . .  

gives us the following. 

I s o p e r i m e t r i c  i n e q u a l i t y .  Let V be a compact metric space and let V 1 and V2 be 

compact subsets in V separated by a hypersurface H in V (i.e., V1 and V2 lie in different 

components of V \ H ) .  Then rain ( # ( ~ ) , # ( V 2 ) )  _< 4bA(H).  

By Cheege's theorem this suffices to bound AI (and Al) from below. 
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Notice that  the "geodesic cone" set-up (see (C3)) corresponds to the Dirac 5-mass sup- 

ported on a geodesic segment between vl and v2 (at least for those vl and v2 where such a 

segment is unique). 

3 .3.C4 R e d u c t i o n  of  t h e  ( i s o p e r i m e t r i c )  S o b o l e v  i n e q u a l i t y  t o  P o i n c a r ~  i n e q u a l -  

i ty .  Let every bali B c V satisfy the following two conditions 

(1) POINCAR]~ PROPERTY.  Every hypersurface H in B dividing B into two pieces of equal 

measure satisfies 

A(H) > C[#(B) ]  a 

for some constant  C > 0 and 0 < a < 1. 

(2) UNIFORM COMPACTNESS.  There are at  most k points in B whose mutual  distances 

are all > radius of B. 

I fV  is a geodesic space, then the boundary of every subset W with Iz(W) <_ ½#(V) satisfies 

A(OW) >_ K-'C(.(W)) (,) 

P r o o f :  To simplify the mat ter ,  assume that  # ( W  N B,  (r)) is continuous in the radius r of the 

ball around each point w E W. Then there exists a ball of maximal  radius say B1, such that  

# (BI  fq W) -- ½#(W). Then we take the second such largest ball B2 with center outside B1, 

then B3 with center outside the union B1 U B2 and so on. Thus we obtain balls B 1 , . . .  , B i , . . .  

covering W. If some of these balls intersect at  w C W, then their  centers, say Vl , . . . ,  re, satisfy 

for a l l l < i < j <  

dist(v,,  vi) > max ( dist(vi,  w), dist(vi ,  w)) . 

Since V is a geodesic space, there exist points v~ E Bi ,  such that  

and 

Clearly, 

d i s t ( v ~ , w ) = 8 =  min dis t (vi ,w)  
l<i<e 

dist(v~,v,) = dis t (vi ,w) - 5 .  

dist(v ,v;) _> 

and so l <_ k. (This argument  reproduces the s tandard  proof of Besicovi~ covering lemma.) 
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Now, we apply  (1) to Hi = Bi N O W  and  ob ta in  

A(Hi)  > Cu(Bi  N W) 

and  then  (*) by adding  these inequali t ies over all i = 1, 2 , . . . .  

A p p l i c a t i o n  to  ;kl. By Mazia-Cheeger inequal i ty  our  (*) implies 

IIxHLq < const Ildxll~l 

for const  = cons t (k -~C,a) ,  for q = a -1  and  all funct ions x on V whose bo th  levels V+ where 

x > 0 and  V_ have measures  _> ½#(V). It  follows, tha t  the first eigenvalue ,k s of E = Lld /Lq  

for q = a -1  is > const  -~ > 0. (Notice tha t  the inqual i ty  (1) we s tar ted  wi th  expresses a kind 

of lower b o u n d  on the first eigenvalue of L l d / L t  on the ball B.) 

3 . 3 . D  S p e c t r a  o f  d i s j o i n t  u n i o n s  V = U Vk for  p ~ q. As we have seen earlier, the 
k 

spectral  funct ion  N(A) = " d i m " E -  1 [0, ),] of V is the sum of the corresponding funct ions Nk (),) 

of Vk, provided "dim" is subaddi t ive  (e.g., "dim" = ess) and  E = Lpd/Lq for p = q. If p ~ q, 

then  the  de t e rmina t ion  of best  bounds  on N(),) in te rms of Nk(A) is a non- t r iv ia l  problem 

which is closely related to the spec t rum of Lp/Lq (compare §1. ). To see this relat ion we 

consider several examples,  where we assume for simplici ty 's  sake tha t  all pieces Vk, k = 1 , . . . ,  ~, 

have the same measure  #(Vk) = / - I .  

3 .3 .D1 .  Let Nk(a)  >_ 1 for some a > 0 and all k : 1 , . . . ,  ~ and let N'(~)  be the spectral 

function for the energy E ' (y)  = IlytlLp/llytlLq on the measure space consisting of  ~ atoms of 

mass ~-I.  Then 

N()~) >_ N'(3A) , 

for 13 = a - l ~  ~-~.  

P r o o f i  Take funct ions xk on Vk for k = 1 . . . . .  ~, such tha t  E(xk)  ~_ a, and observe that  the 

restr ic t ion of E to the  span of these xk is bounded  by ~3E I. 

3 .3 .D2 .  Let us apply the above to the spec t rum of Lvd/Lq on a metr ic  space V, which 

satisfied the  following s t rong regular i ty  assumpt ion.  Every two (not  necessarily) concentric 

balls B1 and  B2 in V of radii R and 2R satisfy 

C -1 <_ #(B1) /u(B2)  <_ C 

for all R > 0 and  a fixed C = C(V)  > 0. We recall the  maximal  n u m b e r  IN(c) of disjoint 

e-balls in  V and  look at  l inear  combina t ions  of s t andard  funct ions suppor ted  in such balls. 

T h e n  for the ess-spectral function Ness(A) we obtain with the following lower bound 

NeSt(A) > biN(k, -1)  
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for some constant b > 0 depending only on C. 

: R e m a r k .  If one wants  to e s t ima te  the  pro-spectrum of Lpd/Lq one should invoke es t imates  

by Ka~in and Gluskin of the p ro - spec t rum of Lp/Lq (see [Pi]). 

3 .3 .D3 .  Suppose tha t  the (mollified if necessary) spectra l  funct ion of every  e-ball  satisfies 

for given p and q, 
- -  P q ,~ N~-(:,o, B,) < const ~-' ( , , ( B ~ ) )  ' -  ~ 

for some fixed )~0 > 0 and all e > 0. Then for p > q the function NeSS()Q of V is bounded by 

Ness(A) _< cIN()~ -1)  , 

by the earlier additivity argument. Thus 

Ness(,k) ~ IN(A -1)  . 

To grasp the  meaning  of this asympto t ic  relat ion,  let ei be the maximal  number  for which 

there  are i dis joint  ¢i-balls B~,B2,. . .  ,Bi in V and let xi denote  the d is tance  funct ion to the 

complemen t  of these balls, 
i 

xi(v) = dist  (v, V \  U Bi) " 
j = l  

T h e n  the  above discussion amoun t s  to saying tha t  xi app rox ima te ly  equals the  i - th  "eigen- 

funct ion"  of the energy E(x) = HdxHLp/HX]]Lq, tha t  is 

~?~ × E(z , ) .  

3 . 3 . E  P r o - s p e c t r a  f o r  p > q. Let  us show t h a t  p ro - spec t rum in most  cases grows faster  

t h a n  the  ess - spec t rum for p > q. Namely  -4"~Pr°/~ess-i ~ co for i ~ oo. 

S ta r t  wi th  the  s implest  case, where  p = oo and q -- 2. Assume tha t  V can be covered by 

i balls of radius z = ei and show tha t  

Ap r° > vF//~i 
2 i  - -  

provided  i t(V) = 1. In fact ,  let  L be  a 2i -dimensional  l inear space of funct ions on V and L 1 c L 

a n / - d i m e n s i o n a l  subspace of the funct ions vanishing at  the  centers of the cover ing balls. T h e n  

every = • n'  has II=IIL~ -< ~ - l l ld= l lL~  ~nd our c laim fonow~ f~om 1.1.B. 
A i /A i --+ oo under  the  This  a r g u m e n t  applies to all q < oo and yields the  re la t ion p~o ~ 

regular i ty  a s sumpt ion  on V. 
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3 .3 .E1 .  In order  to make  the  above a rgument  work for p < ee we mus t  first project  

our  L to some finite dimensional  Lv-space,  and then apply the  results of Ka~in and Gluskin 

cited earlier. Such a project ion is cus tomar i ly  cons t ruc ted  e i ther  wi th  spline approximations 

(discret izat ion)  or  wi th  smoothing operators. Recall  t ha t  the set S of  funct ions  on V is called 

an  (¢ ,d)-spl ine if the  res t r ic t ion of S on each e-ball  in V is at  most  d-dimensional .  In what  

follows we shall only use very pr imi t ive  piece-wise cons tan t  splines which correspond to the 

smoo th ing  wi th  the kernel K ,  in 3.1.C. (A discussion on deep smooth ing  of Nash  can be found 

in [Gr]3.) 
Let us assume every c-ball  Be c V satisfies the following: 

M o l l i f i e d  P o i n c a r 6  L v - l e m m a .  Ira function x on B~ has f xdv = O, then the Lp-norm 
Be 

Be of  x on the concentric ball B6 is bounded by the Lv-norm of dx on Be as follows 

tlz t B611L. <_ C~-llldzllL~, , 

for a fixed C > 0 and all ~ satisfying 

~ < C  is.  

Let us also assume V is regular as earlier and prove the following: 

T h e o r e m .  I f  q < p then 
"O~ess Ap~o _> const* a i 

for some positive const and 0, and all i = 1 , 2 , . . . .  

P r o o f :  Let  L be a 2i -dimensional  l inear space of funct ions on V. Take  the min imal  e = ei,  

such tha t  some b-balls for ~ < C -  1 e, say B1 (~), .  • . ,  Bi(6) cover V. Not ice  tha t  we may  assume 

the  cover ing by the  concentr ic  e-balls has bounded  ( independent  of i) mult ipl ici ty.  Denote  by 

L '  C L t h e / - d i m e n s i o n a l  subspace defined by the equat ions  

f x d v = O ,  j = l , . . . , i ,  
Bj(~) 

and let 

Not ice  tha t  

~ = sup I[dxllp/llxllp. 
:tEL' 

! #o > const  s}- 1 

by the  ear l ier  discussion. 
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Now we take  

e ' :  e~ = ( C ' ~ )  -1  

for large (but  independen t  of i) cons tant ,  and consider a covering of V by i '  balls of radius 

6' = C - * ~  1. We may  assume (slightly changing the covering if necessary),  tha t  there exists a 

par t i t ion  of V in to  i '  subsets  Vj of equal mass : # ( V ) / i ' ,  such tha t  each subset  is conta ined 

in a 6-ball  of the covering. 

Let x ~-~ Z be the l inear operator ,  which averages z over each Vj, j = 1 , . . .  , i ' .  Namely 

is cons tan t  and  equal f x/~(yj) on  eve ry  Vj.  N o w  we see tha t  
vj 

 [ro > 

where A~ is t h e / - t h e  eigenvalue of E '  : LplLq on t h e / ' - d i m e n s i o n a l  space, and  the theorem 

easily follows from the known b o und  on ~ (see [Ka~] and [Pi]). 

3 . 4  S e l f s i m i l a r i t y  a n d  a s y m p t o t i e s  N()~) ~ const,k d. This  signifies the  existence of the 

l imit ,  

const  = l im N(A)/)~ d 

and  one is most  happy  when 0 < const  < c~. Notice tha t  the relat ion N(A) ~ const A d is 

equivalent  to the asymptotic homogeneity of N(1 ) ,  tha t  is 

N(aA) ~ adg(A)  

for every fixed a > 0 and  A --* o¢. We shall see below tha t  in cer ta in  cases this asymptot ics  

follows from (infinitesimal) homogenei ty  of the energy. 

3 . 4 . A  E x a m p l e .  Let V, denote  the  e-cube [0, el '~ and  

aV~=V=, for a > 0 .  

We also denote  by a : V, ~ aV, the obvious (scaling) map which t ransforms funct ions x on V~ 

to those on aVe. Namely  x(v) ~ x ( a - l v ) ,  tha t  is x ~-+ x o a -1 .  It  is obvious t ha t  the energy 

E ( x )  = IId~llp/ll~llp is homogeneous 

E(x  o a - i )  = a - l E ( x )  . 

Next we observe tha t  for every k = 1 , 2 , . . . ,  the cube V~ can be par t i t ioned  into k n cubes 

k-~V~. T h e n  the  asympto t ic  addi t iv i ty  of N(£ )  (see 3.1.F~) implies for "dim" = ess tha t  

N(k)~) ~ k'~N()~) for all integers k > O. 
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3.4 .B A s y m p t o t i c  h o m o g e n e i t y  of NO(),) for d o m a i n  V C ~ n .  Recall that 

N°()`,V) = N(A,V/oo) refers to E on functions with compact supports in V, where V is 

We denote by a V c  ~v~ r~ the homothety (scaling) of V by a E ~ and an open subset in ffi~". 

write 
k 

Z aiV ~ W , 
i = 1  

if there exist vectors b i E ff~n, such that the translates a¢Vi + bi C ffi~ '~ do not intersect and are 

all contained in W. Now the homogeneity of E(x) together with the obvious superadditivity 

of N°()`) imply the following property of N°(A) = " d i m ' E - 1 ( - c ~ ,  A) for E = Lpd/Lq, and 

p _> q, and for all "dim" satisfying (i)-(vi) in 0.4. 

(*) The relation 

implies the inequality 

k 

Z akV -< W 
i = 1  

k 

Z N°(aiA' V) < N°(A,W)  , 
i=:1 

for all open subsets V and W in /R  n and all strings of real numbers ai. 

Now we recall the following 

T r i v i a l  L e m m a .  Let V be a bounded open supset in JT~ ~ and N(A) a positive function 

in )` E (0, oo), such that 
k 

Z N(ayA) <_ N(aoA) 
i = 1  

for all strings of real numbers ai satisfying 

k 

Z aiV -< aoV . 
i = 1  

Then 

that is 

lim sup A - n N ( A )  = lira inf I - " N  ()`) , 
A ~ c o  A ~ o o  

N ( A )  ~ C)` n 

for some C 6 [O, co], provided the boundary OV C ~ n  has measure zero. 

3.4.B1. O n  P o s i t i v i t y  a n d  f in i t eness  of  c o n s t a n t  C. The above discussion shows 

that  the spectral function N°(A) = N°(A, V/c~) for E = Lpd/Lq and p > q satisfies Well's 
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re la t ion N°(A)  ~ CA n , where C < c~ for all "dim" and p > q by Poincar~ 's  Lemma.  It  is 

obvious  tha t  C > 0 for p = q and all "d im" .  Fur the rmore ,  if "d im" = ess, then  C :> 0 for all 

p > q, as it  follows f rom 3.3. On  the  o ther  hand if p > q and "d im" = pro  then  C = 0. In  fact 

N0(h) × ,~.-0 

for some 0 > 0 which can  be explici t ly de te rmined  by the  s t andard  app rox ima t ion  techniques,  

(see [Ka§] and  [Pi]). Probably ,  the  ~ a s y m p t o t i c s  also follows by those  techniques.  

3 .4 .B2 .  D e t e r m i n a t i o n  o f  Co = C / V o l V .  It  is clear f rom the  previous discussion 

tha t  C = Co VolV where  Co = Co(n,p,q) a universal constant .  If p = q = 2 one known this 

Co f rom the  s p e c t r u m  of the  Laplace ope ra to r  A = d'd,  but  apa r t  f rom this case the exact  

de t e rmina t ion  of Co (or of the  asympto t ics  for n -+ c~) seems to run into  the  same problem 

as for the  covering cons tan t  o f / R  '~ by equal  balls. 

3 . 4 . C .  A s y m p t o t i e s  N ( ~ )  ~ C) ,"  f o r  R i e m a n n i a n  m a n i f o l d s  V. Small  balls in V 

are  a lmos t  i sometr ic  to those  in .~'~ for n = d i m V .  It  follows tha t  

N(A) ~ C0(VolV)~,"  

for the  above  Co and under  the  same condi t ions  as p and q as for domains  in ~ .  Notice,  

t h a t  for p = q = 2 one obta ins  much sharper  a sympto t i c s  using hea t  and (or) wave equations.  

One might  t ry  to ex tend  the  hea t  equa t ion  m e t h o d  to o the r  p and q by using some functional  

in tegral  of exp - t E ( x ) .  

3 . 4 . D  H o m o g e n e o u s  L i e  g r o u p s .  Let  V be a Lie group wi th  a left invariant  geodesic 

metr ic ,  such tha t  for every  a > 0, V admi t s  an a-selfsimilarity,  t ha t  is a m a p  a : V -+ V, such 

tha t  

d i s t ( av l ,  av2) = a d i s t (v l ,  v2) 

for all v] and v2 in V. I t  is well known tha t  such a V is a n i lpo ten t  Lie group of Hausdorff  

d imension  d > n = dimtop V, where  d = n iff V = /R '~. The  a rgumen t  of 3.4.B immedia te ly  

yields Weyl ' s  re la t ion 

Y(~)  ~ CA d 

for p > q. Fu r the rmore ,  one knows (see [F-S], [Pa], [Var]) tha t  this C behaves  as t ha t  in 3.4.B,.  

3 . 4 . E  S m o o t h  m e t r i c  s p a c e s .  For  metr ic  spaces V1 and V2 one defines the  Hausdorff  

dis tance,  cal led tV1 - V2]H, by the condit ion:  

IV1 -V2t// _< e ~ the i r  exists a met r ic  on the  disjoint  union V1 U V2, which ex tend  those 

on V1 and on V2, and such tha t  the ord inary  Hausdorff  d is tance  be tween  the  subsets  V1 and 
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V2 in VI u V2 is < e. A more invariant but somewhat less convenient definition consists of 

mapping the Cartesian power V N in to /R  M for M = N ( N -  1)/2 by {vi} ~-~ dist(vi, vj) and 

then by measuring the Hausdorf distances of the images in ~ M  of 111 and V2 for all N. 

If V1 and 172 carry some measures, we can incorporate these into the definition of the 

Hausdorff distance by either looking at the pushforward of the measures to ~ M ,  or with the 

following additional requirement on the metric in V1 U V2: 

Every e-ball B in ~ U V2 has Itl(B) - #2(B) ~ e, where It1 and It2 are the measures on 

V1 and on V2 respectively. 

Now, for every metric space V = (V, dist) we write 

aV = (V, adist) , 

for all a > 0, and we call V (uniformly) Cl-srnooth, if every two balls B~ (vl) and B~(v~) in 

V satisfy 

le71B~, (Vl) - -  e;'B~=(v2)lt, ~ a (*) 

where ~ depends only on dist(v~, v2) and ~ -~ 0 for dist(vl,  v2) -* 0. 

It is easy to show that every smooth geodesic space admits a tangent cone T~(V) at all 

v E V, that  is a homogeneous Lie group as in 3.4.D, such that e-lB~(v) Hausdorff converges 

to the unit  ball B1 C T~(V), 

[ B 1  ¢-IB~(V)IH ---~ 0 for ¢ ~ 0 . 

Next we say that  V is It-smooth for a given measure It on V if (+) incorporates the measure, 

where the ball e - l B 2  is given the measure of total mass one obtained by the normalization of 

# I B~. In this case eBb(v) converges to B1 C To together with It and one can see that 

the spectrum D of Lpd/Lq is semicontinuous that is N(A, T~) < liminfN(A,E-1B~(v)).  Fur- 
- -  ~ 0  

thermore, if the (mollified) first eigenvalue of each ball B~ in V is bounded from below by 

c o n s t e - l t t ( B )  ~ - ~ ,  then the spectrum in continuous. It easily follows (under the same condi- 

tions as in 3.4.B) that  

N(A, V) - CA d 

where d is the Hausdorff dimension is constant in v) and 

c = [ co(n(v))dv. 
V 
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R e m a r k s .  (a) T h e  asympto t ics  N(A) ~ C,~ 4 remains  valid under  mi lder  (non-uniform) 

smoothness  condi t ion,  where the tangent  cone may  not  exist  on some " th in"  subset  of V. In 

fact one can even replace the Hausdorff  dis tance by ano the r  one which is concerned wi th  the 

measure- images  of V N in ~-~M ra ther  t han  the set- lmages.  It  would  be in teres t ing to find 

meaningfu l  examples  to jus t i fy  such general izat ions.  

(b) T h e  previous discussion has the  following discrete  counte rpar t ,  where D is a difference 

operator on a discrete set V. For example,  we may  consider  the  coboundary  opera to r  on 0- 

cochains on the set V of vert ices of some graph.  T h e n  we consider  an exhaus t ion  of V by finite 

subsets  Vi and s tudy  the  asympto t i c s  of the  spec t rum of D t Vi for i ---* co. T h e  s tandard  

example  is t ha t  of V = ~ ,n  C /R '~ where Vi is a ball of radius  i a round  the  origin. The  

smoothness  of V must  be  now expressed in te rms  of the  tangent cone at infinity, (which for 

met r ic  spaces V refers to the  Hausdorff  l imit  of (d iamVi) - lVi  for i -~ co) and the  spectral  

a sympto t i c s  are  closely related to the  t h e r m o d y n a m i c s  l imit  in s ta t i s t ica l  mechanics.  T h e  

exis tence of such l imits  in /R n is easy by the  non-Abel ian  n i lpo ten t  case is non- t r iv ia l  (see 

[Pal2). 
3 . 4 . F  R e m a r k s  o n  t h e  e a s e  p < q. If d i m V  = 1, then  the energy E = Lpd/Lq satisfies 

N(A) × A 

for all p and q as it follows f rom 2.2. In general,  if for example  V is a domain  i n / ~ n ,  one asks 

wha t  happens  for p and q in the range of the  Sobolev embedding  theorem,  tha t  is for 

n n 
s = l -  - - + - - > 0 .  

P q 

Notice  t h a t  the energy E(x)  = Ildxl]v/llx]]q is scale homogeneous of degree s, 

E(x  o a) = a~E(x) , 

and so the  s p e c t r u m  of E accumula tes  at  zero for s < 0. On  the  o ther  hand,  by the  embedding  

theo rem the  s p e c t r u m  is discrete  for s > 0 bu t  the asympto t i c s  (say for "dim" = ess) seems 

to be  unknown for p <  q. The  most  in teres t ing case is tha t  of p :=  1 and q =  n / n - 1  where 

s = 0 and the  (non-compact )  embedding  theorem is still valid. This  t heo rem bounds  A1 away 

f rom zero (for all "d im")  bu t  I do not  know if the  spec t rum is discrete  (i.e., Ai ---, co), say for 

"d im" = ess. 

3 . 4 . G  T h e  asympto t i c s  N°(A)  ~ CA r'~ for opera tors  D of order  r. Let  D be  a differential 

ope ra to r  of pure order r on ~7~ n wi th  constant coefficients. In o ther  words D is invar iant  under  
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t rans la t ions  and 

D ( x  o a) a ' D ( x )  . 

T h e n  the  previous a rgumen t  implies tha t  the corresponding N°(A)  for E = LpD/Lq and p > q 

is a sympto t i c  to CA~- where 0 _< C < oo. If D = 0 r, where 0 r x  denotes  the s tr ing of the 

par t ia l  der ivat ives  of m of order  r (e.g., 01 = d) then C < oo by Poincar~ 's  lemma.  

T h e  inequal i ty  C < oo remains  t rue for all ell iptic opera tors  D and 1 < q _< p < oo as 

tlOr zllp < const  IIDxlIp 

for funct ions x wi th  compac t  suppor t  in /R '~. In fact this is even t rue  for pseudo-differential  

opera tors  of order  r which may be any real number ,  e.g., for ( V ~ )  r where A is the  Laplace 

operator .  On  the o ther  hand if one wishes to keep p = c~, one should require tha t  D has 

finite d imensional  kernel on every open subset i n / R  ~ which is much  s t ronger  than  ellipticity. 

Proper t ies  of such D are identical  in most  respects to those of 0 r. (If r = 1 then  01 = d 

essential ly is the only example,  but  for r > 2 there  are plenty of such D.  For  example  

\0u ' 
3 .4 . ( ]1 .  T h e  above discussion extends  to homogeneous  (ni lpotent)  Lie groups in place of 

ff~n. Here  we look a t  left  invar iant  opera tors  of order  r such tha t  

D(x o a) a~D(x) . 

d d where d T h e n  the  corresponding energy E = LpD/Lq is a -homogeneous  of degree s = r - ~ + g, 

is the  Hausdorf f  d imension of some (and hence any) left invarlant  and a -homogeneous  geodesic 

met r ic  on our  group. Such homogenei ty  insures, as earlier, the  asympto t ics  N(~)  ~ const ~d/r. 

W h a t  is less t r ivial  is the  bound  const < oo and,  more generally, the discreteness of the 

s p e c t r u m  for s > 0. For this we need some (hypo)-el l ipt ici ty of D.  Probably ,  if D everywhere  

(formally as well as locally) has finite dimensional  kernel,  then the  above spec t rum is discrete. 

In fact this finiteness condi t ion  makes any ment ion ing  of the group s t ruc tu re  unnecessary but  

n i lpo ten t  groups en ter  th rough  the back door  anyway. 

3 .4 .G2 .  Ano the r  general izat ion consists of al lowing polglinear opera tors  on LR '~ of pure 
degree r, which means  D ( x  o a) = a~D(z). Ins tead of the  finite kernel  condi t ion,  one should 

now pos tu la te  the  discreteness of the spec t rum of LooD/Loo (on all domains  in ~ '~ ) .  More 

in teres t ing examples  are provided by (elliptic) Monge -Ampere  opera tors  and the Yang-Mills 

operator .  
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3.4.G2. Let us indicate some (very) non-elliptic operators D on ~'~ with (spectrally) 

interesting energy E = LpD/Lq.  First, let 
Onx 

D x -  
OUl~ . . .~OU n 

and restrict E to functions with compact support in a bounded domain in /R ~. This is especially 

attractive for p = 1 and q = oo where the problem is non-trivial even for D = O r. 
0 3 0 3 ~ 2  Another example is D :-= ~ + ay-~-2 on for some real a with the periodic boundary 

conditions. (Which means passing to the t o r u s / R 2 / ~ 2 ) .  Here the spectrum of E is intimately 

related to arithmetic properties of a. For example the discreteness of the spectrum for a -- 2 

and E = L2D/L2 is a non-trivial theorem of Thue. 

§4 B e z o u t  i n t e r s e c t i o n  t h e o r y  in  P, A a n d  P x A 

4.1 C o h o m o l o g i c a l  d e f i n i t i o n  of ess. Recall that the Z~Z2-cohomology of the projective 

space pk is multiplicatively generated by a single 1-dimensional element, say a,  such that 

a i ~ 0 for i ~ k (and, of course a i = 0 for i > k - d imPk) .  With this one sees that 

ess p k  = k, since the cohomology is homotopy invariant. In fact, one knows (and the proof is 

very easy) that  for all locally closed (i.e., open • closed) subsets Q c pk,  the "dimension" ess Q 

equals the greatest i, such that  the class ai  does not vanish on Q. Now the subadditivity of ess 

follows from the fact that cohomology classes multiply like functions. Namely, if a vanishes 

an A and fl on B then the cup-product a V fl vanishes on A U B, where A and B are locally 

closed subsets in a topological space and a, and fl are some cohomology classes of this space. 

Here is another immediate corollary of the cohomological definition of "dimension" ess. 

4.1.A. Let S be a connected topological space with a continuous involution called s , 

- s ,  and let f be a symmetric continuous map of S into the sphere S k, where symmetric means 

f ( - -s)  = -- f (s) .  I f  the ~2-cohomology of  S vanish in the dimensions 1,2 . . . .  , i -  1, then the 

image in pk  = S k /  2~2 of  the induced map -f f / 2~2 satisfies 

ess7(S/  ) > i .  

R e m a r k .  The vanishing assumption is satisfied for example, for the sphere S j for j > i, 

since every ( i -  1)-dimensional subset is contactible in S j for 3" -> i. In particular, the existence 

of a symmetric map f : S j -~ S k implies that  j _< k. This fact is often called the Borsuk-Utam 

theorem. 
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4.2  B e z o u t  t h e o r e m .  The  Poincar~-Lefschetz dual i ty  between the cup-product  and  inter-  

section shows tha t  

coess A A B <_ coess A + eoess B , (*) 

where the coessence of a subset  in pk  is k - ess, and  where A and B are locally closed subsets 

in pk.  

Here is ano ther  form of Bezout theorem. Let f : S i --~ S k be a symmetr ic  cont inuous  map  

and  f- : p i  __. pk  be the induced map. Then  

coess 7 -1  (A) > coess A (**) 

for all A C pk.  

E x a m p l e .  Let ~o : S i ~ 1R j be a cont inuous  map and  A C pi  consists of the pairs ( s , - s )  

such tha t  ~o(s) = ~o(-8). Then  

coessA > i - j .  ( ***)  

In  fact, let f : p i  __~ p~+j-1 be defined by 

where S o , . . .  ,,si are the coordinates  of a (one out  of two) point  in S i over a C pi  and  where 

~ol, • • . ,  ~3 are the components  of W. Then  A equals the pullback of the obvious j -codimens iona l  

subspace in pi+a'+l and  Bezout theorem applies because 7 is covered by some f .  

R e m a r k s .  (a) If i > j ,  then  (* * *) says tha t  A is non-empty .  This  is another  formulat ion 

of the Borsuk-Ulam theorem. 

(b) Let us define coess' of a subset  A in a (possibly infinite d imensional)  projective space 

P as the  min ima l  i such tha t  there exists a cont inuous  m ap  of P into ano ther  projective space, 

say 7 : P --~ P ' ,  such tha t  7 can be covered by a symmetr ic  map  of the (spherical) double- 

coverings of P and  P t  and  such that  A conta ins  the pul l -back of a projective subspace in P '  

of codimension i. This  coess' satisfies (*) and (**) (almost) by definition. Moreover, by the 

Poinear~ Lefschetz dual i ty  

coess ~ :> coess = dim P - ess 

if P is finite dimensional .  

E x a m p l e .  (a) Every i -coplane (see 0.5.B) obviously has coess' = i. Hence, it meets every 

/ -plane by the above discussion. 
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(b) Let  P be the  project ive  space of cont inuous funct ions on V and U c V be a measurable  

subset.  Deno te  by Pu C P the subset  of funct ions x equidividing U, tha t  is the  subsets 

x - l ( - c o ,  0] n U and x -1  [0, co)N U have measure  at  least  {# (U) .  (If the  zero level x -1  (0) C V 

of X has measure  zero, then  these equal  I # ( U ) . )  Obvious ly  coess'  Pu <_ 1. 

4 . 2 . A  C o r o l l a r y  ( B o r s u k - U l a m  a g a i n ) .  Let  a subset  A c P have  ess A >_ i (e.g., A is 

projective of  dimension i) and U 1 , . . . ,  Ui are subsets in V. Then there  exists a function x ~ A 

equidividing a11 i subsets.  

4 . 2 . B  A n  a r c h e t y p i c a l  s p e c t r a l  a p p l i c a t i o n .  Let  V be a compac t  n-dimensional  

R i emann ian  manifold and E(x)  denotes  the ( n - 1 ) - d i m e n s i o n a l  vo lume  of the zero set x-l(O) C 

V. T h e n  the spectrum {iki} of this E satisfies 

~, × i 5  . 

P r o o f :  To bound  )~ f rom below par t i t ion  V into i subsets  Ui which are roughly isometric 

to the  Euc l idean  ball  of radius v = i - ~ .  T h e n  the  above  equidivid ing funct ion x satisfies 

according to the  ( isoperimetr ic)  Poincar~ Iernma, 

E(x)  > const iE n-1 = c o n s t i  ~ . 

Next ,  for the  upper  bound,  first let  V be a domain  in £~'~. T h e n  the  space Pd of polynomials  

of degree < d has i = d i m P d  × d '~. Since the zero set E of a polynomia l  of degree < d meets  

every  line a t  no  more  than  d points ,  

V o l ~ _ , ( C  A V) <_ d(DiamV)  n , 

which provides  the  required upper  bound  on )~i for V C /R n. In the  general  case, one may 

apply  a s imilar  a rgumen t  to an algebraic real izat ion (due to J. Nash) of V in some Eucl idean 

space ff~N 

Q u e s t i o n .  Let  P be the  space of maps  x : V --~ ff~m for some m < n and 

E(x)  = Vol . . . . .  E - I  (0) . 

T h e n  the  above polynomia l  example  shows tha t  

Ai <_ c o n s t i ~  . 

Bu t  I do not  even know how to prove tha t  Ai ) co for m _> 2. 
i ~ O o  
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4 .3  ~ 2 - s i m p l i c e s .  Consider  a topological  space S and a cont inuous  map  7r of S into a 

(finite or  infinite dimensional)  simplex.  A k-face, say Sk c S by defini t ion is the  pull-back 

of  a k-face Ak in A and the  boundary  a s k  is the  pul l-back of the  boundary  of Ak. RecaI1 

tha t  the  ~ '2 -cohomology  of the  pair  ( A k , 0 A k )  equals ~ '2  in d imension  k and say tha t  S is 

a 2 ~ - s i m p l e x  if the  genera to r  of this cohomology group,  say h (Ak) ,  goes by 7r* to a non-zero 

e lement  in H k  (Sk, O Sk ; ig2) ,  say to h(Sk) ,  for all finite dimensional  faces Sk of S.  

E x a m p l e s .  (a) If S contains  a subset  S ' ,  such tha t  ~r : S '  -* A is a homeomorphisrn,  

then  S is a ~ 2 - s i m p l e x .  

(b) Let  ~r : A --+ A,  where ~r sends every face of A into itself. Such a map  is homotopic  

to the ident i ty  (by an obvious linear homotopy)  and so this is a ,~2-s implex.  hence, the map 

~r necessarily is surjective. 

In fact,  one has the following obvious (modulo  e lementary  homology theory):  

4 . 3 . A  P r o p o s i t i o n .  Let  ~r' : S --* A be a continuous m a p  sending each face Sk = ~r- 1 (Ak) 

o r S  to A k. Then  7r' is onto. 

4 . 3 . B  B a s i c  e x a m p l e .  Let  S be the space of sequences s = s o , s l , . . . , s k , . . ,  of non- 

nega t ive  Lq-funct ions  on V, such tha t  the sum 

° : Y_2 / sk(v)dv 
k 

satisfies 

0 < a < o o ,  

and define lr : S ~ A by 

~r : s ~ ( f  so /a ,  f s ~ / a  . . . .  , f s k / a .  . .) . 

If  the  implied measure  # on V is cont inuous,  as we shall always assume below, then  this is a 

~ 2 - s i m p l e x .  I m p o r t a n t  subsimplices in S are: 

(a) S x c S ,  where  every sk equals 0 or 1, i.e., sk is the  character is t ic  funct ion of the  set 

where sk = 1. 

(b) Sco c Sx ,  where the  implied subsets cover V .  

(c) Sp~ C Sco, where the  subsets partit ion V ,  tha t  is ~ sk = 1. 
k 

Denote  by S(k )  the  set of sequences with sj  = 0 for j > k and look at the induced 

~ 2 - s i m p l e x  s t ruc ture  over A k C A, 
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4.3 .B,  P r o p o s i t i o n .  Let T C S(k )  be 2~,2-subsimplex (over A k) and x a bounded 

function on V. Then there exists s = (so,. • . ,  sk) E T, such that 

P r o o f :  

for all i = 0 , . . . , k  and s C T. 
k 

( o o / o , . . .  for o = E 
i = 0  

80X z / 81:g ~ , . . ~ / 8k.T . 

V V V 

We may assume T is compact which provides a constant C, such that 

o,=c+ f six>o 
V" 

Then 4.2.B applies to the map T --~ A ~ defined by s --* 

4.4 ~ 2 - s i m p l i c e s  in  P x A. Let f- : pk x A ~ P be a continuous map which admits a lift 

to a continuous map S k x A --. S, where S k and S are the spheres double covering p k  and P 

respectively. Then by the elementary homology theory the pull-back T = f - x ( P  ') c p k  x A 

of every k-cocssential subset P '  C P (i.e., coessP'  < k) is a ~'2-simplex for the projection 

T --~ A. In fact the same conclusion remains valid for every k-essential subset Q c P ~  instead 

of pk.  This leads to the following unification of 4.2.A and 4.3.B1. 

4 .4 .A.  Let T C S(k)  be a 7Z2-simplex (over A k) in the space of  sequences of  subsets 

Vo . . . . .  Vk in V and let Q be a (k + 1)-essential (i.e., essQ )_ k + 1) set o f  continuous functions 

on V. Then there exist a function x E Q and a sequence (Uo , . . . ,  Uk) C T,  such that 

(1) the zero level x - l (O)  c V equidivides all U o , . . . ,  Uk (in the sense of  4.2.A). 

(2) For a given p < oo 

Uo Ux Uk 

4.4.A1 R e m a r k s .  (a) one can replace (1) by the following 

(1') s u p x ( v ) = -  inf x(v) for j = 0  . . . . .  k .  
vCU~ vEUj 

In fact one can require any "equidivision property" in-so-far as the "division" is continuous 

i n x e Q .  

(b) Suppose each open subset Uj(t) is continuous in t C T for the Hausdorff metric is the 

space of subsets and assume that 

#(Uj( t ) )  = 0 ¢=* DiamUj( t )  = 0 
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for all t E T and 3' = 0 , . . . ,  k. Then  the condi t ion (2) can be replaced by 

sup x(v)= sup x(v) . . . . .  sup x(v) . 
vGUo vEU~ vCU~, 

In fact,  one can use here any not ion of size of x on Us, sat isfying an obvious cont inui ty  

condit ion.  

4 . 4 . B  S p e c t r a  f o r  A - d i m .  We have seen in 2.2 and 3.4.F how the  above proposi t ion is 

used to bound  from below the spec t rum of Lad/L~ on the uni t  interval .  To obta in  a similar 

bound  for a domain  V C ~ '~  (say for L,d/Lq and q = ~ or for LIOn~Lee) one needs a 

g ~ - s i m p l e x  of par t i t ions  into "sufficiently round" subsets.  One can also us coverings ra ther  

t han  par t i t ions  if one controls  the multiplici ty.  

To be able to use our  spectra l  language we say tha t  a set Q of coverings of V by k + 1 

subsets 170,. • . ,  Irk has A - d i m  Q > k if it contains  (and hence is) a g 2 - s i m p l e x  over A k. Now 

for every  energy E = E(s) we can define the A - d i m - s p e c t r u m  of E.  Here are some interest ing 

energies. 

(a) E ° ( s )  = sup (DiamVj)/(VolVj) 1/'~ 
O<~j~k 

(b) EX(s)---- s u p  ,~I(Vj)  - 1  , 
O~_j~_k 

where A1 is the  first e igenvalue of a per t inen t  energy on Vj, say of LqOr/L~o on Vj. (One can 

general ize this by using any Ai for i > 1.) 

(c) E~'(s) -- the measure  theoret ic  mul t ip l ic i ty  of the  covering, tha t  is the L ° ° - n o r m  of the 

sum of the  character is t ic  funct ions of Us. 

Q u e s t i o n s .  W h a t  are the  spect ra  of E ° + E ~ and of E ~ + E~?  W h a t  are the  spectra  of 

E ° and E ~ on the  space of par t i t ions  (i.e., for E ~' -- 1)? 

E x a m p l e .  For  every  compac t  smooth  domain  V C ~ 2  one can easily cons t ruc t  a k- 

s implex of partitions for all k = 1 , 2 , . . .  such tha t  E°(s) × k. It  is unlikely tha t  one can make 

E ° × 1, (i.e, bounded)  bu t  someth ing  like E°(s) × k 1/2 might  be possible. 

R e m a r k .  The  energy E ~ + E ~ (or E ~ on part i t ions)  is designed to bound  f rom below the 

spec t rum of a pe r t inen t  energy on funct ions x on V but  it is unclear  how sharp  such a bound 

migh t  be. In o ther  words we want  to know how close E x is to the  dual  of E f rom where  A1 (or 

Ai) comes. 
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