
Harmonic analysis and representation theory
of p-adic reductive groups

updated on 19th May 2016

These are the notes of my spring 2016 class at the University of Chicago on the represen-
tation theory of p-adic groups. These notes will keep updating as the lectures progress. All
comments are very welcome.

The theory of representations of p-adic groups has been initiated by F.I. Mautner in the
pioneer work [9] dated in the late fifties. First general results have been obtained by F. Bruhat
[3] who adopted Schwartz’s theory of distributions as the proper language for studying har-
monic analysis on p-adic groups. Next significant progress was due I. Satake who determined
the spherical functions on reductive p-adic groups [12]. Later developments in the theory
benefited a lot from the monumental work of F. Bruhat and J. Tits [4] on the internal structure
of reductive p-adic groups by, also know as the theory of buildings.

At the same time, a general theory of harmonic analysis on p-adic groups has been built
up by Harish-Chandra on the model of Lie groups. Harish-Chandra has enunciated the cusp
form philosophy and proved the Plancherel formula that are both tremendously influential.

A part from studying representations of p-adic groups for its own sake, a great source
of motivation stems from the realization of automorphic forms as representations of adelic
groups whose representations of p-adic groups are local components. This approach has
been worked out first in the case of GL(2) by greatly influential works of Gelfand’s school
and Jacquet-Langlands. The Langlands conjecture formulated in the late sixties have been a
driving force in the development of both theories of automorphic representations and repre-
sentation of reductive p-adic groups.

The theory of representation of p-adic reductive groups has nowadays attained a mature
stage of developments. A large class of cuspidal representations have been constructed. The
local Langlands correspondence is now established in many cases. On the other hand, many
deep questions remain open.

The purpose of these notes is twofold. It aims to on the one hand lay out the foundation
of the theory in a way that is accessible to graduate students. On the other hand, it should
map out more recent developments in a way that is helpful for young researchers.

Earlier basic references include [7], [2] [5]. There have been later some excellent lecture
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notes that remain a semi-official status. The most influential ones are probably the lecture
notes of Casselman and Bernstein [1]. More recent notes of Debacker [6], Murnaghan [10]
and Savin [13] can also be very helpful. A very detailed account of the basic materials has
been given in a recently published book of Renard [11]. My own understanding of the subject
benefitted a lot from a class taught by Waldspurger in Jussieu in 1994. The writing up of these
notes draws directly from the reading of the above references, I restrict myself to organize
the materials following my state and fill in details here and there when they deem necessary.

It would be a tremendous task to properly attribute credits in a theory that has been
building up in the last fifty years. Any help or suggestion on this matter is welcome.
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1 On td-spaces, their smooth functions and distributions

A Haussdorf locally compact topological space X is said to be totally disconnected, td-space
for short, if every point x ∈ X admits a base of neighborhoods consisting of compact open
subsets. As a Haussdorf space, any two distinct points x , y ∈ X belong to disjoint open neigh-
borhoods. As td-space, the disjoint neighborhoods of x and y can be made both compact and
open. In this sense, the space X is totally disconnected for the only subsets of X that can’t be
divided in disjoint union of closed and open nonempty subsets are singletons. Nevertheless,
in contrast with discrete sets, in general, singletons aren’t open subsets in a td-space.
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On td-spaces, their smooth functions and distributions

Typical example of td-space is the field Qp of p-adic numbers. The field Qp is constructed
as the completion of the field of rational numbers with respect to the p-adic absolute value
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p
= p−ordp(m)+ordp(n) (1.1)

where ordp(m), respectively ordp(n), is the exponent of p in the factorization of natural
integers m, respectively n, as product of prime numbers. The formula (1.1) defines a homo-
morphism of abelian groups Q×→ R×+ that we extend as a function | |p : Q→ R+ by assigning
to 0 the absolute value 0. The p-adic absolute value can be extended by continuity to Qp in
a unique manner.

The ring of p-adic integers Zp consists of x ∈ Qp such that |x |p ≤ 1 is a compact subset
of Qp. In some respects, it is similar to the unit interval [0,1] in R. The subdivision of the
unit interval [0,1] into smaller closed intervals:

[0,1] = [0, 1/n]∪ [1/n, 2/n]∪ · · · ∪ [(n− 1)/n, 1] (1.2)

is similar to the subdivision of Zp

Zp = pZp t (1+ pZp)t · · · t (p− 1+ pZp). (1.3)

In the first case, we can’t avoid the overlaps of smaller intervals as [0, 1] is connected whereas
in the second case, Zp, being totally disconnected, can be partitioned as a disjoint union of
closed as open subsets, as small as desired. In general, p-adic analysis can be carried out
in very much the same manner as real analysis only with less technical difficulty, and in
particular without the recourse to the sempiternal epsilons and deltas.

The purpose of this section is to carry out elementary analysis on td-spaces, in particular
the notion of smooth functions and distributions. In contrast with the case of real manifolds,
smooth functions on td-spaces do not refer to any notion of derivatives: they are simply
locally constant functions. There are enough locally constant functions on a td-space to
reconstruct the space by means of an avatar of the Gelfand duality. There are also enough,
in fact a lot, of distributions to make the study of smooth functions and distributions on
td-spaces meaningful, at the same time elementary.

Locally profinite spaces

A td-space is the union of its compact open subsets, which are themselves td spaces. As
compact td-spaces can be subdivided a finite disjoint union of compact open subsets which
can be as small as desired, they are in fact profinite sets. In this sense, locally, td-spaces are
profinite sets.

Proposition 1.1. A compact td-space is profinite set i.e limit of a projective system of finite set,
equipped with the projective limit topology.
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On td-spaces, their smooth functions and distributions

Proof. If X is the limit of a projective system X = {Xα|α ∈ αX } consisting of finite sets Xα,
then X is compact by the Tychonov theorem. If pα : X → Xα denotes the canonical projection,
then for every x ∈ X , the sets p−1

α (pα(x)), for α varying in the index sets αX , form a base of
neighborhoods of x . Those sets are themselves profinite, and hence compact. Every x ∈ X
has therefore a base of neighborhoods consisting of compact open subsets.

Conversely, let X be a compact td-space. We consider all partitions U of X as disjoint
union of open subsets X =

⊔

α∈U Uα. For X is compact, such a partition αU is necessarily
finite. We consider the order on the set of such partitions: U ≥ U ′ if U is a refinement of
U ′. We claim that the natural map from X to lim←−U is a homeomorphism.

Every td-space X is the union of its compact open subsets X = ∪α∈αX
Uα. We will say that

X is countable at ∞ if X = ∪α∈αX
Uα for a countable family of compact open subsets Uα.

In this case, there exists a sequence of compact open subsets U1 ⊂ U2 ⊂ · · · of X such that
X =

⋃

n∈N Un.

Sets of points valued in a p-adic field

The td-spaces that we are interested in are all related to algebraic groups over nonarchimedean
local field. A local nonarchimedean field is a field F that is complete with respect to a discrete
valuation ordF : F× → Z and whose residue field is finite. If RF is the ring i.e. consisting
x ∈ F such that ordF (x) ≥ 0 and m its ideal consisting of x ∈ F such that ordF (x) > 0, then
RF is the projective limit of RF/m

n as n → ∞. In particular, RF is compact, and F is the
union of compact open subsets of the form x + RF with x ∈ F . As a topological space, F is
thus a td-space.

Let X an affine algebraic variety of finite type over F , then X = X(F) can be realized as
a closed subset of F n = An(F). By restriction, X will be equipped with a topology of closed
subset of F n, and it is a td-space with respect to that topology. We will leave to the reader
the unpleasing task to check that the topology on X constructed in this way does not depend
on the choice of the embedding of X into an affine space. With this independence granted,
the construction can be generalized to all algebraic varieties of finite type over F for because
they can be covered by affine algebraic varieties of finite type.

Other td-spaces of interest are open subsets of X = X(F) for a certain algebraic variety X
of finite type over F .

Proposition 1.2. If X is a projective variety over a nonarchimedean local field F, then X (F) is
a compact td-space.

Proof. If X → Pd is a projective embedding of X , X (F) is a closed subset of Pd(F). We only
need to prove that Pd(F) is compact. By the valuative criterion, we have Pd(F) = Pd(RF )
where RF is the ring of integers of F . On the other hand, Pd(RF ) is a profinite set, being the
projective limit of Pd(RF/m

m) as n→∞.
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On td-spaces, their smooth functions and distributions

It should be noticed that the compactness of Pd(F) is proved is a completely similar
way as the real projective space Pd(R). The real projective space Pd(R) is the quotient of
Rd+1−{0} by the scalar multiplication by R×. We can consider the quotient Rd+1−{0} by the
positive scalar multiplication by R×+ which is a double covering of Pd(R). Now, up to positive
scalar multiplication every vector (x0, . . . , xd) ∈ Rd+1 − {0} is equivalent to a unique vector
(u0, . . . , ud) ∈ Rd+1 − {0} such that

max
i∈{1,...,d}

{|ui|}= 1 (1.4)

and the set of such vectors is known to be compact by the Borel-Heine theorem.
The Borel-Heine theorem states that the unit interval [0, 1] in the set of real numbers is

compact. Its counterpart in the nonarchimedean context can be stated as the compactness of
Zp. One may also observe that the proof of compactness of Zp by realizing Zp as a profinite
set is also completely similar to the proof of the compactness of [0, 1] by subdividing [0, 1]
in to small intervals.

Smooth functions

Let C be an algebraically closed field of characteristic zero without topology, or more accu-
rately, equipped with the discrete topology. A function f : X → C is said to be smooth if it
is locally constant. Since C is equipped with the discrete topology, a function f : X → C is
smooth if and only if it is continuous. A function f : X → C is said to have compact support
if there exists an open compact subset K ⊂ X such that f vanishes on the complement of K .

We will denote by C∞(X ) the space of continuous C-valued functions, and C∞c (X ) the
subspace of continuous functions with compact support. If K1 ⊂ K2 are compact open sub-
sets of X , we have the restriction map C∞(K2) → C∞(K1) and also the map C∞(K1) →
C∞(K2) defined by the extension by zero. The space of smooth functions C∞(X ) can be
realized as the projective limit:

C∞(X ) = lim←−
K

C∞(K) (1.5)

whereas the space C∞c (X ) can be realized as an inductive limit

C∞c (X ) = lim−→
K

C∞(K). (1.6)

It follows that, in the case where X is not compact, C∞c (X ) is a nonunital algebra, and
C∞(X ) is the unital algebra obtained from C∞c (X ) by with completion with respect to the
topology defined by the system of ideals I(K), ranging over the set of compact open subsets
K ⊂ X , where I(K) is the ideal of functions vanishing on K .
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On td-spaces, their smooth functions and distributions

The space ofC∞(X ) is naturally equipped with the projective limit topology. A sequence
φn in C∞(X ) converges to φ ∈ C∞(X ) if and only if for every compact open set C of X ,
there exists N such that for all n≥ N , φn|C = φn|C . We will call this topology of C∞(X ) the
compact convergence topology.

Proposition 1.3. 1. If X and Y are td-space, C∞c (X × Y ) can be naturally identified with
the space of locally constant functions X →C∞c (Y ). There is a canonical isomorphism:

C∞c (X × Y ) =C∞c (X )⊗C
∞
c (Y ). (1.7)

2. For all td-spaces X and Y , the space of smooth functions with compact supportC∞c (X×Y )
can be identified with the space of locally constant functions X →C∞c (Y ).

3. For all td-spaces X and Y , the space of smooth functions C∞(X × Y ) can be identified
with the space of continuous functions X → C∞(Y ), C∞(Y ) being equipped with the
compact convergence topology.

Proof. 1. Let f : X × Y → C be a smooth function with compact support. For each point
(x , y) ∈ X × Y , there exists a compact neighborhood K(x ,y) of (x , y) ∈ X × Y such that
φ is constant on K(x ,y). There exists a compact neighborhood Kx of x ∈ X , and Ky
of y ∈ Y such that Kx × Ky ⊂ K(x ,y). Suppose that f is supported by a compact open
K ⊂ X × Y . By compactness, there exists finitely many points (x i , yi) such that K is
covered by the union of Kx i

× Kyi
. By further subdivision, we can construct finitely

many compact open and disjoint subset KX1
, . . . , KXn

of X and KY1
, . . . , KYm

of Y such
that K is covered by the union of tiles

⊔n,m
i=1, j=1 KX i

×KYj
and f is constant on each "tile"

KX i
× KYj

.

2.

3. Letφ : X×Y → C be a smooth function. For every x , the function y 7→ φx(y) = φ(x , y)
is a smooth function on Y and therefore φ defines a map X →C∞(Y ). We claim that
the map x 7→ φx in continuous with respect to the compact convergence topology of
C∞(Y ). Let CY be a compact open subset of Y and consider the neighborhood U(CY )
of 0 ∈ C∞(Y ) consisting of functions ψ vanishing on CY . Let x ∈ X and for every
y ∈ Y , there exists a neighborhood of the form Ux(y) × Uy of (x , y) over which φ
is constant. Since CY is compact, there exists y1, . . . , yh such that CY ⊂

⋃n
i=1 Uyi

. If
Ux =

⋂n
i=1 Ux(yi) then for all x ′ ∈ Ux , we have φx ′ |CY

= φX |CY
. It follows that the

preimage of φx +U(CX ) in X contains the neighborhood Ux of x . In other words, φ is
continuous at x .

Conversely, let x 7→ φx be a continuous function X → C∞(Y ). We have to prove
that the function φ(x , y) = φx(y) is locally constant. Let (x , y) ∈ X × Y and Cy a
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On td-spaces, their smooth functions and distributions

compact open neighborhood of y ∈ Y such that φx is constant on Cy . Since x 7→ φx
is continuous, there exists an open neighborhood Ux of x such that for all x ′ ∈ Ux ,
φx ′ ∈ φx + U(Cy). This implies that φ is constant on Ux × Cy .

Proposition 1.4. If φ : X → Y is a continuous map of td-spaces, then

φ∗ :C∞(Y )→C∞(X )

is a continuous with respect to the compact convergence topology of C∞(X ) and C∞(Y ).

Proof. It is enough to prove that if KX is a compact open subset of X , I(KX ) is the ideal of
smooth functions vanishing on KX , then (φ∗)−1(I(KX )) is an open subspace of C(Y ). By
definition, (φ∗)−1(I(KX )) is the ideal of C(Y ) consisting of functions vanishing on the image
of KX in Y . That image, denoted φ(KX ), is a compact subset of Y . For φ(KX ) is compact,
there exists a compact open subset KY of Y such that φ(KX ) ⊂ KY . It follows that I(KY ) ⊂
(φ∗)−1(I(KX )). Since I(KY ) is an open subspace of C(Y ), so is (φ∗)−1(I(KX )).

It is possible to characterize the algebras arising as the space of smooth functions with
compact support in a td-space, and recover the td-space from this algebra, equipped with an
appropriate structure.

For every compact open subset K ⊂ X , the characteristic function eK defines an idempo-
tent element of A=C∞c (X ). For eK is an idempotent, there is a decomposition in direct sum
A= AeK ⊕ A(1− eK) where AeK can be identified with C∞(K), A(1− eK) with I(K), the pro-
jection map A→ AeK is the restriction to K , and the inclusion map AeK → A is the extension
by zero outside K . A possibly nonunital commutative algebra A is said to be idempotented if
for every a ∈ A there exists an idempotent e ∈ A such that ae = a.

For every commutative algebra A, possibly nonunital, we denote E(A) the set of its idem-
potents. For every e ∈ A, Ae is a unital algebra with unit e. This set is equipped with the
partial order: for all e, e′ ∈ E(A), we stipulate e ≤ e′ if ee′ = e. If e ≤ e′ and e′ ≤ e′′, we
have ee′′ = ee′e′′ = ee′ = e and thus e ≤ e′′. If A is unital, its unit is the maximal element.
The algebra A is said to be idempotented if A is the union of its unital subalgebras Ae for e
ranging over E(A).

If A=C∞c (X ), for every compact open subset U of X , the characteristic function eU = IU
is an idempotent of A. Moreover, all idempotents elements of A are of this form. The partial
order on the set of idempotents E(A) correspond to the inclusion relation: eU ≤ eU ′ if and
only if U ⊂ U ′. The unital algebra AeU corresponds to the algebra of smooth functions on X
with support contained in U , in other words

AeU =C∞(X ; U) =C∞(U).

Since C∞c (X ) is the union of C∞(X ; U) as U ranges over the set of compact open subsets
of X , A is an idempotented algebra.
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On td-spaces, their smooth functions and distributions

Proposition 1.5. The algebra A = C∞c (X ) of compactly supported smooth functions on a td-
space is an idempotented commutative algebra. Moreover, for every idempotent e ∈ A, Ae is an
inductive limit of finite dimensional algebras. Inversely if A is an idempotented algebra satisfying
the above property, the space X of all non zero homomorphisms of algebras x : A→ C is td-and
A can be canonically identified with C∞c (X ).

Proof.

Let A be a commutative idempotented algebra. An A-module M is said to be nondegen-
erate if M is the union of eM as e ranges over E(A).

Distributions

A distribution on X is a linear form ξ : C∞c (X )→ C on the space of smooth functions with
compact support. We will denote D(X ) the space of distributions on X .

A distribution with compact support is a continuous linear form ξ : C∞(X ) → C with
respect to the compact convergence topology of C∞(X ) and the discrete topology of C. We
will denote Dc(X ) the space of distributions with compact support on X .

A comment on the continuity condition satisfied by elements of Dc(X ) is in order. For
we refer to the discrete topology of C, a linear functional ξ : C∞(X ) → C is continuous
if and only if its kernel is a open. Now in the compact convergence topology of C (X ), the
ideals I(K) of smooth functions vanishing on a given compact open subset K form a system
of neighborhoods of 0 as K ranges over all compact open subsets of X . It follows that a
functional ξ :C∞(X )→ C is continuous if and only if there exists a compact open subset K
such that ξ|I(K) = 0. The condition ξ|I(K) = 0 means that the support of the distribution ξ is
contained in K .

Both D(X ) and Dc(X ) are equipped with a variation of weak star topology. If V is a
topological C-vector space, V ∗ is space of all linear form ξ : V → C, continuous with respect
to the discrete topology of C. The discrete weak∗ topology on V ∗ is the weakest topology
on V ∗ such that for all v ∈ V , the linear form v : V ∗ → C is continuous with respect to the
discrete topology of C. The only difference with the usual weak star topology is that in the
usual weak star topology, we require v : V ∗ → C is continuous with respect to the usual
topology of C. For they are defined as spaces of linear forms of certain vector spaces, D(X )
and Dc(X ) are both equipped with the discrete weak star topology.

For every x ∈ X , we define the delta distribution δx ∈ Dc(X ) to be the linear form
δx(φ) = φ(x) for all φ ∈ C (X ). We observe that the map X → Dc(X ) defined by x 7→ δx
is continuous. Indeed, for every x ∈ X , a base of neighborhood of δx in Dc(X ) is given by
Vφ• where φ• = {φ1, . . . ,φn} ⊂ C∞(X ) is a finite subset of smooth functions and ξ ∈ Vφ• if
and only if 〈ξ,φi〉 = φi(x) for all i ∈ {1, . . . , n}. Now since φ1, . . . ,φn are locally constant,
there exists a neighborhood V of x such that φi(x) = φi(x ′) for all x ′ ∈ V , or in other words
δx ′ ∈ Vφ• . This proves that the map x 7→ δx is continuous at x .
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On td-groups and their representations

One may think of Dc(X ) loosely as a sort of linear span X . If φ : X → Y is a continuous
map between td-spaces, we have a continuous map φ∗ : C∞(Y )→C∞(X ). By duality, we
have a linear map φ∗ : Dc(X )→Dc(Y ). The linear application φ∗ : Dc(X )→Dc(Y ) can thus
be seen as the linear extension of φ : X → Y .

Let X and Y be td-spaces and ξX ∈ D(X ),ξY ∈ D(Y ) are distributions on X and Y respec-
tively. As ξX ,ξY are linear forms on C∞c (X ) and C∞c (Y ) respectively, their tensor product
defines a linear form on C∞c (X × Y ) =C∞c (X )×C

∞
c (Y ):

ξX � ξY :C∞c (X × Y )→ C. (1.8)

We have thus defined a linear map

D(X )⊗D(Y )→D(X × Y ). (1.9)

If ξX ∈ D(X , KX ) and ξY ∈ D(Y, KY ) are distributions supported in compacts sets KX ⊂ X and
KY ⊂ Y respectively, then ξX � ξY is supported in KX × KY . In particular, if ξX and ξY are
distributions with compact support, then so is ξX � ξY . We have thus defined a linear map

Dc(X )⊗Dc(Y )→Dc(X × Y ). (1.10)

Bibliographical comments

Most of the materials exposed in this section can be traced back to Bruhat’s thesis [3]. I
follow the exposition given by Bernstein in [1]. Notations have been evolving with time.
Bruhat adopted Schwartz’s notation and use the letter D(X ) denote C∞c (X ), and the letter
D′(X ) for the space of distributions. Bernstein used letterS (X ) forC∞c (X ), S (X ) signifying
the space of Schwartz-Bruhat functions,and D(X ) for the space of distributions. We follow
notational conventions of later references as [8].

2 On td-groups and their representations

The main purpose of this document is to study continuous representations of td-groups, and
in particular of reductive p-adic groups. Among all continuous representations of td-groups
stand out the class of smooth representations where no topology is needed on the represen-
tation space. There are enough of smooth representations so that one can usually construct
general representations from smooth representation by some kind of completion. For instant,
given a td-space acted on by a td-group G, the space C∞(X ) of all smooth functions on X
afforded an action of G. The representation of G on C∞(X ) is not smooth in general, but
the action on the subspace C∞c (X ) of smooth functions with compact support is smooth.

The smoothness of C∞c (X ) as a representation of G boils down to a local description of
td-groups on td-spaces. In a sense that will be made precise, locally the action of of a td-group
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On td-groups and their representations

on a td-space is a projective limit of actions of finite groups on finite sets. This idea can be
traced back to work of van Dantzig in the 30’.

In the study of representations of finite groups, it is convenient, and even necessary to
trade representation of finite groups G for modules over its group algebra C[G]. In the con-
text of td-groups, the role of the group algebra is played by the algebra Dc(G) of distributions
with compact support on G. Based on the elementary analysis on td-spaces developed in the
previous section, we will construct the algebra structure on Dc(G), its action on C∞(G)
and D(G) by convolution product as well the canonical action of Dc(G) on every smooth
representation of G.

On van Dantzig’s lemmas

The concept td-spaces may be defined either as a locally compact Haussdorf topological space
in which every point has a base of neighborhood consisting of compact open subsets, or
a locally profinite topological space. Proposition 1.1 shows that these two definitions are
equivalent. As to td-group, there may be at least three different ways to define it as

(1) a td-space equipped with a group structure that is continuous with respect to the un-
derlying topology;

(2) a topological group of which the identity element has a base of neighborhoods consist-
ing of compact open subgroups;

(3) a topological group of which the identity element has a base of neighborhoods consist-
ing of profinite groups i.e projective limit of finite groups.

It is obvious that the three possible definitions have been ordered of increasing strength i.e.
(3) implies (2) that implies (1). It is less obvious to prove that these three definitions are
equivalent, or in other words, (1) implies (3). This is a result due to van Dantzig.

Proposition 2.1. Let G be a topological group whose underlying topological space is a td-space.
Then the unit element of G has a basis of neighborhoods consisting of compact open subgroups.

Proof. We will prove that for every compact open neighborhood X of the identity element eG
of G, there exists a compact open subgroup K that is contained in X . For every x ∈ X , by the
continuity of the group action, there exists a neighborhood Vx of eG such that xV 2

x ⊂ X . Since
eG ∈ Vx , we have xVx ⊂ xV 2

x ⊂ X . From the open subsets xVx that form a covering of the
compact set X , we will extract a finite covering X =

⋃n
i=1 x iVx i

. We consider the symmetric
neighborhood of eG defined by

V =
n
⋂

i=1

Vx i
∩

n
⋂

i=1

V−1
x i

.
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On td-groups and their representations

We have

X V =

� n
⋃

i=1

x iVx i

�� n
⋂

i=1

Vx i

�

⊂
n
⋃

i=1

x iV
2
x i
⊂ V. (2.1)

If K denotes the subgroup of G generated by V , then we have X K ⊂ X , and in particular
K ⊂ X . Since K contains a neighborhood of eG , K is an open subgroup. It is thus also a
closed subgroup. Since K is contained in a compact set X , K is a compact open subgroup.
We have proved that every compact open neighborhood X of eG contains a compact open
subgroup.

Proposition 2.2. Compact td-groups are profinite groups.

Proof. We will prove that if G is a compact td-group, the identity element of G has a base of
neighborhoods consisting of normal compact open subgroups. In other words, we have to
prove that every compact open subgroup K of G contains a normal compact open subgroup
K1 of G.

Since G is compact, the quotient G/K is finite. For an arbitrary set of representatives of
x1, . . . , xn of right K-cosets, the intersection K1 =

⋂n
i=1 x iK x−1

i is a compact open subgroup.
Moreover, it is clearly independent of the choice of the representatives x1, . . . , xn. For every
g ∈ G, we have gK1 g−1 =

⋂n
i=1 x ′i K x ′−1

i where x ′i = g x i form another system of represen-
tatives of right K-cosets. It follows that gK1 g−1 = K1 for all g ∈ G and hence K1 is a normal
compact open subgroup of G.

Arguments similar to van Dantzig’s will help us to analyze the local structure of actions
of td-groups on td-spaces. Let X be a td-space and G a td-group. An action of G on X is a
continuous map G × X → X satisfying all the familiar axioms for the action of an abstract
group on an abstract set. In this case, we will also say that X is a td-G-set.

Proposition 2.3. Let G be a td-group acting continuously on a td-space X . For every compact
open subset U of X there exists an open compact subgroup K of G such that KU = U.

Proof. Let U be a compact open subset of X . For every x ∈ U there exists open neighborhood
Vx of eG in G, and open neighborhood Ux of x such that V 2

x x ⊂ U . The compact set U
being covered by the open subsets Vx Ux , there exists finitely many points x1, . . . , xn such
that U =

⋃n
i=1 Vx i

Ux i
. As in the proof of the van Dantzig theorem, if V is the symmetric

neighborhood of eG defined by

V =
n
⋂

i=1

Vx i
∩

n
⋂

i=1

V−1
x i

then we have V U = U . If K is the subgroup generated by V then V is a compact open
subgroup such that KU = U .

11
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As compact td-sets are profinite sets, compact td-groups are profinite groups, we can
expect that any action of a compact td-group on a compact td-space is the limit of a projective
system consisting of finite groups acting on finite sets. This is equivalent to say that if G is a
compact td-group, then every compact td-G-set is a projective limit of finite G-sets, which is
the content of the following:

Proposition 2.4. Every compact td-space X acted on by a compact td-group G can be realized
a the limit of a projective system of finite G-sets. In other words, every continuous map from X
to a finite set can be dominated by a G-equivariant map from X to a finite G-set.

Proof. Let pa : X → a be a continuous map from a tdc space X to a finite set a. We will prove
that pa factors through a G-equivariant map X → Xa where Xa is a finite G-set. For every
α ∈ a, the fiber Uα over an element α ∈ a is a compact open subset of X . There exists then
a compact open subgroup Ka of G such that KUα = Uα for all α ∈ a. Since G is compact, we
may also assume that Ka is a normal subgroup. We set Ga = G/Ka. The function G × X → A
defined by (g, x) 7→ pa(g x) factors through G/Ka × X → A and thus defines a continuous G-
equivariant map X → Xa with Xa =Map(G/Ka, A) being a finite G-set. The map pa : X → a
is the composition of the G-equivariant map X → Xa and the map of finite sets Xa → a that
assigns λ ∈ Map(G/Ka, A) the element α = λ(eG/Ka

) ∈ a where eG/Ka
is the unit element of

G/Ka.

Torsors over td-spaces

Let X and Y be td-spaces and G a td-group acting on X and acting trivially on Y . A G-
equivariant map f : X → Y is a said to be a G-torsor if for every y ∈ Y , there exists an open
neighborhood U of y , such that there exists a G-equivariant isomorphism f −1(U) = G × U .

If G is a td-group and H is a closed subgroup of G, we will consider the quotient X = H\G
of left cosets of H. X will be equipped with the finest topology so that the quotient map
G → H\G is continuous: open subsets of X are of the form H\HU where U is open subset
of G. With respect to this topology, X is a td-space: its compact open subsets are of the form
H\HC where C is a compact open subset of G.

Proposition 2.5. If G is a td-group and H is a closed subgroup of G then G→ H\G is a H-torsor.

Proof. If K is a compact open subgroup of G, then H\HK = (H ∩ K)\K is a compact open
subset of H\G. Using the right translation in G, we are reduced to prove that K → (H∩K)\K
is a (H ∩ K)-torsor.

We will prove in fact a stronger statement in the case of compact td-group: if G is a
compact td-group, H is a closed subgroup of G, then G→ H\G has a section. The assertion
is obvious for finite groups: a section of G→ H\G is just a choice of system of representatives
of H-left cosets in G. Now every compact td-group G is a projective limit of finite groups Gi ,
every closed subgroup H of G is a projective limit of subgroups Hi of Gi . For every i < j we

12
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have a homomorphism of groups p j
i : G j → Gi such that p j

i (H j) ⊂ Hi . For every i, we can
choose a system of representatives Ni for Hi-left cosets in Gi . By the axiom of choices, one
can choose Ni consistently i.e such that for every i < j, we have p j

i (N j) ⊂ Ni . It follows that
the closed subset N = lim←−i

Ni of G defines a section of G→ H\G.

Representations and smooth representations

A (continuous) representation of a topological group G on a topological vector space V
is a homomorphism of groups π : G → GL(V ) from G to the group GL(V ) of all linear
transformations of V such that for each v ∈ V , the map g → π(g)v is continuous. If G is a
td-group, the representation π : G → GL(V ) is a smooth representation if for each v ∈ V ,
the map g → π(g)v is smooth i.e locally constant.

For every representation (π, V ) of a td-group G, a vector v ∈ V is a smooth vector if
the induced map g → π(g)v is smooth. We will denote V sm the subspace of V consisting of
smooth vectors. By definition V sm is a smooth representation of G.

Let Rep(G) denote the category of all continuous representations of G: its objects are
(π, Vπ) where Vπ is a topological C-vector space, π : G → GL(Vπ) is a homomorphism of
groups such that for every v ∈ Vπ, the map g 7→ π(g)v is continuous. If π = (π, Vπ) and
σ = (σ, Vσ) are object of Rep(G) then the space of morphisms is HomG(π,σ) consisting of
all G-linear continuous maps Vπ→ Vσ.

Let Repsm(G) denote the category of all smooth representations of G: its objects are
(π, Vπ) where Vπ is a C-vector space, π : G → GL(Vπ) is a homomorphism of groups such
that for every v ∈ Vπ, the map g 7→ π(g)v is locally constant. If π= (π, Vπ) and σ = (σ, Vσ)
are object of Rep(G) then the space of morphisms is HomG(π,σ) consisting of all G-linear
maps Vπ→ Vσ.

If (π, Vπ) ∈ Repsm(G) is a smooth representation then by assigning to Vπ the discrete
topology we obtain an object in Rep(G). We obtain in this way a fully faithful functor β :
Repsm(G)→ Rep(G). The functor sm : Rep(G)→ Repsm(G) given by (σ, Vσ) 7→ (σsm, V sm

σ ) is
a right adjoint to β . Indeed we have an isomorphism of functors

HomG(π,σ) = HomG(π,σsm) (2.2)

for every smooth representation π ∈ Repsm(G) and continuous representation σ ∈ Rep(G).

Group actions and representations

An action of a td-group G on a td-space X is a continuous map G × X → X satisfying usual
axioms of action of abstract group on abstract set. If we write the action as (g, x) 7→ g x ,
then we have eG x = x and (g g ′)x = g(g ′x).

13
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We will denote by α : G × X → X the map (g, x) 7→ g−1 x . For every φ ∈ C∞(X ), α∗(φ)
is a smooth function on G × X

α∗(φ) ∈ C∞(G × X ). (2.3)

By Proposition 1.3, α∗(φ) consists in a continuous function g 7→ φg from G to C∞(X ) with
φg(x) = φ(g−1 x). In other words, the action of G on C∞(X ) gives rise to a continuous
representation. Similarly, for every φ ∈ C∞c (G), α

∗(φ) is a smooth function on G × X
whose support is proper over G. It follows that the function g 7→ φg from G to C∞c (X ) with
φg(x) = φ(g−1 x) is locally constant.

In other words, the representation of G on C∞c (X ) gives rise to a smooth representation.
We will summarize these facts in the following statement for which we will give another
proof based on the Van Dantzig lemma.

Proposition 2.6. Let X be a td-space acted on by a td-group G. Then the action of G by transla-
tion onC∞c (X ) is smooth. The action of G onC∞(X ) is continuous with respect to the compact
convergence topology.

Proof. By compactness, every locally constant function φ : X → C with compact support is a
linear combination of characteristic functions of compact open subspaces. In order to prove
that the representation of G onC∞c (X ) is smooth, it is enough to show that for every compact
open subset U of X , the characteristic function IU is a smooth vector. This is equivalent to
saying that there exists a compact open subgroup K of G such that KU = U , which is the
content of Proposition 2.3. The second statement also follows from 2.3. The third statement
follows from the density of the subspace C∞c (X ) of C∞(X ).

A particularly important case is the case of a td-group G acting on itself by left and right
translation. On the space of smooth functions C∞(G), the left and right translations of G
are given by the following formulas

lxφ(y) = φ(x
−1 y) and rxφ(y) = φ(y x). (2.4)

They also define action of G by left and right translation on C∞c (G).
The action G × G on C∞c (G) by left and right translation is a smooth representation.

Indeed, if φ : G → C is a smooth function with support contained in a compact subset C ,
for every x ∈ C there exists a compact open subgroup Kx such that φ is constant on Kx xKx .
For C is compact, there exists finitely many elements x1, . . . , xn such that C is contained in
⋃n

i=1 Kx i
x iKx i

. It follows that φ is left and right translation invariant under K =
⋃n

i=1 Ki .
On the other hand, the action of G × G on C∞(G) is not smooth unless G is compact.

Indeed there are smooth functions on G which are not left or right invariant under any given
compact open subgroup. The action of G × G on C∞(G) is nevertheless continuous with
respect to the compact convergence topology of C∞(G) because a sequence φn in C∞(G)
converges toφ ∈ C∞(G) if for every compact open set C of G, there exists N such that for all
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n ≥ N , φn|C = φn|C , and the restriction of φ to C is left and right invariant under a certain
compact open subgroup.

The subspace C∞(G)sm(lG) of smooth vector with respect to the left translation is the
inductive limit C∞(G)sm(lG) = lim−→K

C (K\G) where C (K\G) is the space of left K-invariant

functions on G. Similarly, the subspace C∞(G)sm(rG) of smooth vector with respect to the
right translation is the inductive limit C∞(G)sm(rG) = lim−→K

C (G/K) where C (G/K) is the
space of right K-invariant functions on G. Their intersection

C∞(G)sm(lG×rG) =C∞(G)sm−lG ∩C∞(G)sm(rG)

is the subspace of smooth vector under the action of G × G:

C∞(G)sm(lG×rG) = lim−→
K

C (K\G/K). (2.5)

where C (K\G/K) is the space of functions on G which are left and right invariant under K .
We have the inclusions:

C∞c (G) ⊂ C
∞(G)sm() ⊂ C∞(G)

whereC∞(G)sm() can be the space of smooth vectors ofC∞(G)with respect the left or/and
right translation of G. In particular, those spaces of smooth vectors are dense inC∞(G)with
respect to the compact convergence topology.

Convolution of distributions

Let G be a td-group. The multiplication µ : G × G → G induces a linear maps between the
spaces of distribution with compact support

µ∗ :C∞c (G × G)→C∞c (G).

By composition with (1.10), we obtain a linear map

Dc(G)⊗Dc(G)→Dc(G). (2.6)

and thus a structure of algebra on the space distribution with compact support on G. For
ξ,ξ′ ∈ Dc(G), we write ξ?ξ′ for their convolution product. The convolution product extends
the multiplication in G in the sense that δx ? δy = δx y for all x , y ∈ G. One can prove that
Dc(G) is an associative unital algebra with unit δeG

; it is commutative if and only if G itself
is commutative.

If G acts on a td-space X , then we can also define an action of Dc(G) on C∞(X ), C∞c (X )
and dually on D(X ) and Dc(X ). Let ξ ∈ Dc(G) a distribution with compact support in G, and
let Kξ be a compact open subset of G such that ξ is supported in Kξ. Let CX be an compact
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open subset of X . For every smooth function φ ∈ C∞(X ), we consider the restriction of
α∗(φ) to Kξ × CX . By Proposition 1.3, we know that α∗(φ)|Kξ×CX

can be written in the form

α∗(φ)|Kξ×CX
=

n
∑

i=1

ψi �φi (2.7)

where ψi ∈ C∞(G; Kξ) and φi ∈ C∞(X ; CX ). The function
∑n

i=1 ξ(ψi)φi on CX does not
depend on the choice of the decomposition in tensors (2.7), and we define ξ ? φ to be the
unique function ξ ?φ ∈ C∞(X ) such that

ξ ?φ|CX
=

n
∑

i=1

ξ(ψi)φi . (2.8)

for every compact open subset CX provided (2.7).
In particular, the algebra Dc(G) acts on C∞(G), C∞c (G) and also on D(G). It is quite

convenient to express the left and right translation of G in terms of convolution:

lgφ = δg ?φ and rgφ = φ ?δg−1 . (2.9)

Smooth representations as Dc(G)-modules

We have seen that if X is a td-space acted on by a td-group G, the induced action of G on
C∞(X ) and C∞c (X ) can be extended as an action of Dc(G). This possibility is not shared by
all continuous representations but the smooth ones.

For every smooth representation (π, V ) of G, one can equip Vπ with a structure of Dc(G)-
module. Let ξ ∈ Dc(G) be a distribution with compact support and v ∈ V we will define
π(ξ)v ∈ V as follows. Let K be a compact open subset of G containing the support of ξ. The
map g 7→ π(g)v being locally constant, restricted to K will be of the form

∑n
i=1 IKi

vi where
K1, . . . , Kn are compact open subsets of K and v1, . . . , vn ∈ V . In other words, the formula

π(g)v =
n
∑

i=1

IKi
(g)vi (2.10)

holds for all g ∈ K . We set

π(ξ)v =
n
∑

i=1

ξ(IKi
)vi . (2.11)

This formula endows V with a structure of Dc(G)-module. From the structure of module
over the algebra Dc(G), we can recover the action of G by setting π(g)v = π(δg)v with δg
being the delta distribution associated to the element g ∈ G.
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Proposition 2.7. The formula (2.11) gives rise to structure of Dc(G)-module on V

απ : Dc(G)⊗ V → V. (2.12)

Moreover απ is G-equivariant with respect to the action of G on Dc(G)⊗V given by g(ξ⊗ v) =
(δg ? ξ)⊗ v and the action of G on V given by v 7→ π(g)v.

Bibliographical comments

3 Haar measures and the Hecke algebra

We have seen in Prop. 2.11 that smooth representations of a td-group G are equipped with
a structure of Dc(G)-modules. This structure is very useful technical device to work with
smooth representations for distributions with compact support on G provide essentially all
operations one can perform on representations. On the other hand, we don’t have yet a good
understanding of Dc(G), which is a huge algebra, to deepen our understanding of smooth
representations. In particular, the representation of G × G on Dc(G) is not smooth. Smooth
vectors of Dc(G) form a nonunital subalgebra, the Hecke algebra H (G), is a far smaller
and more accessible. The purpose of this section is to define the Hecke algebras and to
initiate the study of smooth representations of G as nondegenerate module of over H (G).
The construction ofH (G) begins with the existence of uniqueness of Haar distributions, an
avatar of classical Haar measures in the world of td-groups.

Haar distribution on td-groups

The classical Haar theorem postulates the existence and uniqueness of invariant linear form
on the space complex valued continuous functions with compact support on a locally com-
pact group where the notion of continuous functions refers to the usual topology of the field
of complex numbers. Here, we will prove the same statement but starting from the dis-
crete topology of C. The proof follows essentially the same pattern as the classical proof but
sparring the sempiternal epsilons and deltas.

We first recall the definition of left and right translations on a group, its smooth functions
and distributions. This may be a source of confusion if we don’t follow the rule of thumb:
for nonabelian group G there is only one consistent definition of the action of G×G on G by
left and right translation by G. The action of G × G on spaces of functions and distributions
should be derived accordingly.

Let G be a td-group, G × G acts on G by left and right translation by the formulas

lx y = x y and rx y = y x−1. (3.1)

The induced actions on C∞c (G) are given by the formulas

lxφ(y) = φ(x
−1 y) and rxφ(y) = φ(y x) (3.2)
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These formulas induce by duality actions of G onD(G): for every x ∈ G, ξ ∈ D(G), we define
lxξ and rxξ by the formulas

〈lxξ,φ〉= 〈ξ, lx−1φ〉 and 〈rxξ,φ〉= 〈ξ, rx−1φ〉. (3.3)

If ξ= δy , we have lx(δy) = δx y and rx(δy) = δy x−1 .

Proposition 3.1. The space D(G)l(G) of left invariant distributions on a td-group G is one
dimensional as C-vector space.

Proof. Let Ki , i ∈ I denote the system of neighborhoods of the identity element eG consist-
ing of compact open subgroups. Let C∞c (G/Ki) denote the space of compactly supported
functions on G that are right invariant under Ki . If K j ⊂ Ki , we have a natural inclusion

C∞c (G/Ki)→C∞c (G/K j) (3.4)

so that the spaces C∞c (G/Ki) form an inductive system. The inductive limit of this system is

C∞c (G) = lim−→
Ki

C∞c (G/Ki). (3.5)

as every smooth function with compact support in G is right invariant under a certain compact
open subgroup Ki , for Ki small enough. It follows that

D(G) = lim←−
Ki

D(G/Ki)

and
D(G)l(G) = lim←−

Ki

D(G/Ki)
l(G) (3.6)

where G acts on the discrete set G/Ki by left translation.
For each Ki , the space C∞c (G/Ki) has a basis IxKi

consisting of characteristic functions of
right cosets xKi . A distribution ξ ∈ D(G/Ki) is G-invariant if and only if ξ(IxKi

) = ξ(IKi
) for

all x ∈ G. In other words, the map D(G/Ki)l(G)→ C given by ξ 7→ ξ(IKi
) is an isomorphism.

In particular D(G/Ki)l(G) is one dimensional.
If Ki ⊃ K j are two compact open subgroups contained one in another, we have the in-

clusion C∞c (G/Ki) ⊂ C∞c (G/K j) and a surjection D(G/K j)→D(G/Ki) and a map between
one-dimensional spaces

D(G/K j)
l(G)→D(G/Ki)

l(G).

Let ξ j be an element of D(G/K j)l(G) and ξi ∈ D(G/Ki)l(G) its image. We know that ξ j and ξi
are completely determined by the numbers ξ j(IK j

) and ξi(IKi
). Since Ki in a disjoint union

of #(Ki/K j) right K j-cosets, those numbers satisfy the relation

ξi(IKi
) = #(Ki/K j)ξ j(IK j

), (3.7)
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where the constant #(Ki/K j) are invertible elements of C. It follows that elements of (3.6)
consists in a system of elements αi ∈ C satisfying the relation αi = #(Ki/K j)α j , which forms
a one dimensional C-vector space.

Proposition 3.2. Let K be a compact td-group. Then a left invariant distribution on K is also
right invariant.

Proof. By Proposition 2.2, the identity of K has a base of neighborhoods Ki consisting of
normal compact open subgroups of K . As Ki are normal subgroups, a right Ki-coset is also a
left Ki-cosets. In other words, there is a canonical bijection between the discrete sets K/Ki
and Ki\K . It follows a canonical isomorphism C∞c (K/Ki) = C∞c (Ki\K) such that the one-
dimensional spaces of K-invariant linear form on C∞c (K/Ki) and C∞c (Ki\K) correspond:

D(K/Ki)
l(K) = D(Ki\K)r(K).

By passing to the limit as Ki ranging over all normal compact open subgroups of K , as in the
proof of Proposition 3.1, we get

D(K)l(K) = D(K)r(K),

in other words, a left invariant distribution on K is also right invariant.

Modulus character and unimodular groups

Since the actions of G on C∞c (G) by left and right translation commute one with each other,
the spaceD(G)l(G) of distributions invariant under the left translation is stable under the right
translation of G. Since D(G)l(G) is one-dimensional, there exists a unique homomorphism of
groups

∆G : G→ C× (3.8)

such that for every µ ∈ D(G)l(G), we have rgµ=∆G(g)µ for all g ∈ G. We call it the modulus
character. 1 By Proposition 3.2, the restriction of ∆G to every compact open subgroup K of
G is trivial. In particular, the modulus character ∆G is a smooth character of G. A td-group
G is said to be unimodular if its modulus character ∆G is trivial.

Proposition 3.3. 1. For every smooth character χ : G → C×, the space D(G)l(G,χ) of all
distributions µ such that lgµ = χ(g)µ for all g ∈ G, is one-dimensional. Moreover the
map µ 7→ χ−1µ defines an isomorphism of C-vector spaces D(G)l(G)→D(G)l(G,χ).

1I followed the sign convention of Bernstein-Zelenvinski’s paper [2, p.11]which seems to be opposite to Weil’s
[15, p.39].
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2. For every smooth character χ : G → C×, the space D(G)r(G,χ) of all distributions µ such
that rgµ = χ(g)µ for all g ∈ G, is one-dimensional. Moreover the map µ 7→ χµ defines
an isomorphism of C-vector spaces D(G)r(G)→D(G)r(G,χ).

3. We have
D(G)l(G,χ) = D(G)r(G,∆Gχ

−1).

In particular, D(G)l(G) = D(G)r(G,∆G) and D(G)l(G,∆G) = D(G)r(G).

4. If µ ∈ D(G)l(G) is a left invariant distribution, then∆Gµ is a right invariant distribution.

Proof. 1. It is enough to check that for all smooth characters χ,χ ′ of G, the multiplication
operator µ 7→ χµ defines a map D(G)l(G,χ ′)→D(G)(G,χ−1χ ′). Indeed, this assertion be-
ing granted, µ′ → χ−1µ′ would define its inverse map and therefore D(G)l(G,χ ′) →
D(G)(G,χ−1χ ′) is an isomorphism. What we need to check is that if µ ∈ D(G)l(G,χ ′)

then χµ ∈ D(G)(G,χ−1χ ′). This statement follows from the commutation relation be-
tween the action of the left translation lg and the multiplication by χ on the space of
distributions: the relation

lgχµ= χ(g)
−1χ lgµ (3.9)

holds for all µ ∈ D(G). This relation follows from a similar commutation relation of
lg−1 and χ on C∞c (G) which can be checked directly upon definitions.

2. The second statement is completely similar to the first and follows from the commuta-
tion relation

rgχµ= χ(g)χ rgµ (3.10)

for all µ ∈ D(G).

3. It follows from the commutation relation rgχµ= χ(g)χ rgµ that the multiplication by
χ defines an isomorphism D(G)r(G,χ ′) → D(G)r(G,χχ ′). Since D(G)l(G) = D(G)r(G,∆G),
by the very definition of ∆G , for every χ we have D(G)l(G,χ) = D(G)r(G,∆Gχ

−1).

4. The last statement follows immediately from the three first.

Here is a typical example of a td-group with nontrivial modulus character. Let F be a
nonarchimedean field, R its ring of integers, and q the cardinal of the field of residues. Let
F× be its multiplicative group. We have F× acting on F by multiplication (t, x) 7→ t x and
form the semidirect product

G = F o F× (3.11)

from this action. The multiplication rule is G is to be given by the formula

(x1, t1)(x2, t2) = (x1 + t1 x2, t1 t2). (3.12)
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Let us calculate explicitly the modulus character of G.
For the purpose of the calculation, we will identify F and F× with subgroups of G by

mapping x ∈ F on (x , 1) ∈ G and t ∈ F× on (0, t) ∈ G. We have the following formulas for
the left an right translations on G by an elements of x ∈ F

lx(x1, t1) = (x + x1, t1) and r−x(x1, t1) = (x1 + x , t1), (3.13)

and t ∈ F×:
lt(x1, t1) = (t x1, t t1) and rt−1(x1 + t1) = (x1, t1 t) (3.14)

according to (3.1). If φ = IR × IR× is the characteristic function of the compact open subset
R× R× of G then we have

ltφ = ItR × ItR× and rt−1φ = IR × ItR× . (3.15)

If µ is a left invariant distribution on G then on the one hand we have

〈µ, ltφ〉= 〈µ,φ〉 (3.16)

and on the other hand
〈µ, rt−1φ〉= 〈rtµ,φ〉=∆G(t)〈µ,φ〉, (3.17)

and therefore

∆G(t) =
〈µ, rt−1φ〉
〈µ, ltφ〉

(3.18)

provided that 〈µ,φ〉 6= 0 for φ is the characteristic function of a compact open subset.
Assume that t ∈ R, then we deduce from (3.15) that

rt−1φ =
∑

x∈R/tR

lx(ltφ) (3.19)

where x ranges over a set of representatives of tR-cosets in R. Since µ is a left invariant
distribution we have

〈µ, rt−1φ〉
〈µ,φ〉

=
〈µ, rt−1φ〉
〈µ, ltφ〉

= #(R/tR) = qord(t). (3.20)

It follows that for every (x , t) ∈ G = F o F× we have

∆G(x , t) = |t|−1
F . (3.21)
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The inverse operator

The inverse map g 7→ g−1 of G→ G induces an involution on the spaces of functionsC∞(G)
and C∞c (G) as well as the spaces of distribution Dc(G) and D(G). We will denote this
involution by ξ 7→ ξ̌ that we will call the inverse involution. For every g ∈ G, we have
δ̌g = δg−1 where δg is the delta distribution at g. We have the formula:

(ξ1 ? ξ2)
∨ = ξ̌2 ? ξ̌1. (3.22)

The inverse involution plays the role of the adjoint operator in the following sense: for
every ξ ∈ Dc(G), ξ1 ∈ Dc(G) and φ1 ∈ C∞(G) we have

〈ξ ? ξ1,φ1〉= 〈ξ1, ξ̌ ? φ1〉. (3.23)

The same formula holds if we assume ξ ∈ Dc(G), ξ1 ∈ D(G) andφ1 ∈ C∞c (G) or if ξ ∈ D(G),
ξ1 ∈ Dc(G) and φ1 ∈ C∞c (G).

Proposition 3.4. The inverse involution ξ 7→ ξ̌ defines an isomorphism D(G)l(G)→D(G)r(G)

of one-dimensional C-vector spaces. More precisely, for every µ ∈ D(G)l(G), we have

µ̌=∆−1
G µ. (3.24)

Proof. Both distributions τ(µ) and ∆−1µ are nonzero vectors in the one-dimensional space
D(G)r(G) = D(G)l(G,∆G). Assume that µ 6= 0. To prove Equality (3.24), it is enough to find
a test function φ ∈ C∞c (G) such that 〈τ(µ),φ〉 = 〈∆−1

G µ,φ〉 is a nonzero element of C. We
can just pick φ = IK the characteristic function of any compact open subgroup K .

The Hecke algebra

A distribution with compact support ξ ∈ Dc(G) is said to be smooth with respect to the left
translation if and only if the map g 7→ lgξ is smooth, in other words, ξ is a smooth vector
with respect to the left translation of G. We will see that this is equivalent to be smooth with
respect to the right translation. We denote H (G) the space of smooth distributions with
compact support.

For every compact open subgroup K of G, we will denote

eK = IKµ(K)−1µ (3.25)

where IK is the characteristic function of K , µ ∈ D(K)l(H) is a left invariant distribution, and
µ(K) is the µ-measure of K . Note that µ is only well defined up to a scalar, which is offset
by the factor µ(K)−1, thus eK is independent of all choices. For K is compact, in particular
D(K)l(K) = D(K)r(K), in the formula (3.25) we can take µ to be a right invariant distribution
as well. We have δg ? eK = eK ? δg = eK for all g ∈ K . It is also easy to see that eK is an
idempotent element of Dc(G) i.e. eK ? eK = eK . We also observe that eK is stable under the
inverse operator ěK = eK .
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Proposition 3.5. A vector ξ ∈ Dc(G) is smooth under the left action of G if and only if there
exists a compact open subgroup K of G such that eK ? ξ= ξ.

Proof. If lgξ = ξ for all g ∈ K , then eK ? ξ = ξ by the very definition of the convolution
product. If eK ?ξ= ξ then for every g ∈ K , we have lgξ= δg ?ξ= δg ?eK ?ξ= eK ?ξ= ξ.

Proposition 3.6. 1. An element ξ ∈ Dc(G) is smooth with respect to the left translation if
and only if it is of the form ξ = φµ where µ ∈ D(G)r(G) and φ ∈ C∞c (G) is a smooth
function with compact support.

2. If ξ is smooth with respect to the left translation if and only if it is also smooth with respect
to the right translation. In other words, ξ ∈ H (G) if and only if there exists a compact
open subgroup K of G such that eK ? ξ= ξ ? eK = ξ.

3. If ξ1 ∈H (G) and ξ2 ∈ Dc(G) then ξ1 ?ξ2 and ξ2 ?ξ1 belong toH (G). In other words,
H (G) is a two sided ideal of Dc(G). In particular,H (G) is a subalgebra of Dc(G), which
is nonunital unless G is discrete.

Proof. 1. If ξ ∈ Dc(G) is a smooth vector with respect to the left translation of G, then
there exists a compact open subgroup K of G such that for all g ∈ K we have lgξ = ξ.
This is equivalent to say that ξ = eK ? ξ. If C denotes the support of ξ, then C is a
compact open subset of G which is invariant under the left translation of K .

For every ψ ∈ C (G), we have

〈ξ,ψ〉= 〈eK ? ξ,ψ〉= 〈ξ, ěK ?ψ〉= 〈ξ, eK ?ψ〉

and therefore the linear form ξ : C (G) → C factorizes through the endomorphism
of C (G) given by ψ 7→ eK ? ψ. The image of ψ 7→ eK ? ψ is the subspace of C (G)
consisting of left K-invariant functions on G. This subspace can be identified with the
space of functions on the discrete set K\G, equipped with the compact convergence
topology. A continuous linear form on C∞(K\G) is given by a function φ : K\G→ C
with finite support. If we identify φ with a function with compact support in G and
left invariant under K , then ξ = φµ where µ is the right invariant distribution on G
such that µ(IK) = 1.

2. If µ is a right invariant distribution on G then by Proposition 3.3,∆Gµ is a left invariant
distribution. It follows that ξ ∈ Dc(G) is a smooth vector with respect to the left
translation if and only if it is a smooth vector with respect to the right translation.

3. If ξ1 ∈H (G), there exists a compact open subgroup K such that eK ?ξ1 = ξ1?eK = ξ1.
Then we have ξ1 ? ξ2 = eK ? ξ1 ? ξ2 and ξ2 ? ξ1 = ξ2 ? ξ1 ? eK . It follows that both
distributions ξ1 ? ξ2 and ξ2 ? ξ1 are smooth.

23



Haar measures and the Hecke algebra

Proposition 3.7. Let G be a unimodular td-group and µ a nonzero Haar distribution on G.
Then the map φ 7→ φµ induces a G × G-equivariant isomorphism

µ :C∞c (G)→H (G). (3.26)

Proof. This is essentially a short reformulation of the previous proposition. As to the G × G-
equivariant property, we only need to use the obvious formula:

lg1
rg2
(φµ) = (lg1

rg2
φ)(lg1

rg2
µ) (3.27)

for all φ ∈ C∞c (G) and µ ∈ D(G).

We will call element H (G) a smooth measure with compact support for it is the Haar
measure multiplied by a smooth function with compact support. We observe thatH (G) is in
general nonunital since the unit δeG

of Dc(G) is not a smooth measure unless G is discrete.
Although H (G) doesn’t have an unit, it is endowed with a lot of idempotents including the
elements eK defined in (3.25). The system of idempotents of H (G) replaces in some sense
its unit. For every compact open subgroup K , we will consider the subalgebra ofH (G)

HK(G) = eK ?H (G) ? eK (3.28)

of distributions with compact support on G left and right invariant un der K . The idempotent
eK is the unit ofHK(G). We have

H (G) =
⋃

K
HK(G). (3.29)

We consider more generally an arbitrary associative algebraA . We will denote E(A ) the
set of idempotents ofA . This set is equipped with a partial order: if e and f are idempotents
inA we say that e ≤ f if and only if e f = f e = e. If e ∈ E(A ), eA e is an unital subalgebra
ofA of unit e. If e ≤ f then eA e ⊂ fA f . We will say an associativeA is idempotented if

A =
⋃

e∈E(A )
eA e. (3.30)

In the Hecke algebra H (G), we have eK ⊂ eK ′ if and only if the compact open subgroup K
contains the compact open subgroup K ′. Moreover, every idempotent e ∈ eK is dominated by
an idempotent of the form eK where K is a compact open subgroup of G. By (3.29), H (G)
is an idempotented algebra.
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Nondegenerate modules over the Hecke algebra

Let G be a td-group and (π, V ) a smooth representation of G. The action of G on V can be
extended to the action of the algebra of distributions with compact support Dc(G) by (2.11).
By restricting toH (G), we see that V is equipped with a structure of module over the Hecke
algebra. The smoothness of V as a representation of G can be translated very simply in a
property of the corresponding module overH (G).

Proposition 3.8. Let (π, V ) be a representation of a td-group G such that the action of G can
be extended to an action of Dc(G). For every compact open subgroup K of G, v ∈ V K is a fixed
vector of K if and only if v = π(eK)v. We have V K = π(eK)V .

Proof. If π(g)v = v for all g ∈ K then we have π(eK)v = v by the very definition (2.11) of
the action of Dc(G) on V . Conversely, if if π(eK)v = v then for every g ∈ K , we have

π(g)v = π(g)π(eK)v = π(eK)v = v

Moreover, if v ∈ π(eK)V then π(eK)v = eK for eK is idempotent.

LetA be an idempotented algebra. AA -module M is said to be nondegenerate if

M =
⋃

e∈E(A )
eM . (3.31)

We note that for every e ∈ E(A ), eM is a module over the unital subalgebra eA e of A . If
A =H (G) and M is a nondegenerateH (G)-module then

M =
⋃

K
eK M . (3.32)

the union ranging over all compact open subgroups K of G, for every idempotent e ∈ E(H (G))
is dominated by some eK .

Proposition 3.9. Let G be a td-group. There is an equivalence of category between the category
smooth representations of G and the category of nondegenerate modules over the Hecke algebra
H (G).

Proof. If V is a smooth representation of G, for every v ∈ V , the map g 7→ π(g)v is locally
constant. In particular, there exists a compact open subgroup K of G such that π(g)v = v for
all g ∈ K . It follows that V is union of π(eK)V while K ranges over the set of compact open
subgroups of G, and therefore asH -module, V is nondegenerate.

Inversely, if V is a nondegenerateH -module i.e.

V =
⋃

e∈E(H )
π(e)V,
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we can extend the action of H to an action of Dc(G). For every ξ ∈ Dc(G) and v ∈ V , we
choose a compact open subgroup K such that π(eK)v = v. Then we set π(ξ)v = π(ξ ? eK)v
where ξ? eK ∈H (G). This definition is independent of the choice of eK . Indeed if e ≤ e′ are
two idempotents ofH then e′ ? e = e then we have π(ξ ? e′)v = π(ξ ? e′)π(e)v = π(ξ ? e)v
for every v ∈ eK V ⊂ eK ′V .

For every g ∈ G, we set π(g)v = π(δg)v. Since δg g ′ = δgδg ′ this gives rise to a homo-
morphism of groups G→ GL(V ). We claim that for every v ∈ V , the induced map g 7→ π(g)v
is smooth. Let K be a compact open subgroup such that π(eK)v = v. The formula shows
π(g)v = π(δg ? eK)v the function g 7→ π(g)v is right K-invariant, and therefore smooth.

Let (π, V ) be an representation of G, not necessarily smooth. A vector v ∈ V is said to
be smooth if the function g 7→ π(g)v is smooth or in other words, if v is fixed by a certain
compact open subgroup K of G. The space of smooth vectors in V is:

V sm =
⋃

K
V K (3.33)

Assume that the action of G on V can be extended as a structure of Dc(G)-module on V .
Then for every compact open subgroup K of G, we have π(eK)V = V K , and

V sm =
⋃

K
π(eK)V. (3.34)

Contragredient and admissible representations

Let (π, V ) be a smooth representation of a td-group G. As in (2.11), the action of G on V can
be extended canonically to an action of Dc(G). Let V ∗ denote the space of all linear forms
v∗ : V → C. This is a C-vector space with an action of G given by v∗ 7→ π∗(g)v∗ satisfying

〈π∗(g)v∗, v〉= 〈v∗,π(g−1)v〉. (3.35)

V ∗ is also equipped with a structure of Dc(G)-module defined by the formula

〈π∗(ξ)v∗, v〉= 〈v∗,π(ξ̌)v〉. (3.36)

where ξ 7→ ξ̌ is the inverse operator on Dc(G) defined in (3.22). In general, the represen-
tation π∗ of G on V ∗ is not smooth. We define the contragredient of V as the subspace of
V ∗ consisting of smooth vectors of V ∗ that are v′ ∈ V ∗ such that there exists a compact open
subgroup K of G such that π∗(eK)v′ = v′.

Let V be C-vector space possibly of infinite dimension and V ∗ the space of all linear forms
on V . There is a natural associative algebra structure on V ⊗ V ∗ given by

(v1 ⊗ v∗1)(v2 ⊗ v∗2) = 〈v
∗
1 , v2〉(v1 ⊗ v∗2).

Let End(V ) the algebra of all linear transformations of V and Endfin(V ) the subalgebra End(V )
of all linear transformations of V with finite dimensional image.
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Proposition 3.10. Let V be C-vector space possibly of infinite dimension. By assigning to each
vector w =

∑n
i=1 vi ⊗ v∗i ∈ V ⊗ V ∗ the linear transformation fw(v) =

∑n
i=1 vi〈v∗i , v〉 we define

an isomorphism of algebras
V ⊗ V ∗→ End f (V ). (3.37)

Proof. For every w =
∑n

i=1 vi ⊗ v∗i ∈ V ⊗ V ∗, the image of this linear transformation fw(v) =
∑n

i=1 vi〈v∗i , v〉 is contained in the finite dimensional subspace generated by v1, . . . , vn, and
thus finite dimensional. It can be checked directly upon the formulas that w 7→ fw is a ho-
momorphism of nonunital associative algebras V ⊗V ∗→ End f (V ). To prove that it is an iso-
morphism, it is enough to construct an inverse. Let f ∈ Endfin(V ) be a linear transformation
of V with finite dimensional image. If v1, . . . , vn is a basis of im( f ) then there exists unique
vectors v∗1 , . . . , v∗n such that f (v) =

∑n
i=1 vi〈v∗i , v〉. Moreover the vector

∑n
i=1 vi⊗ v∗i ∈ V ⊗V ∗

is then independent of the choice of the basis of im( f ) therefore gives rise to the inverse map
of (3.37).

If (π, V ) is a smooth representation of G then G × G acts on End(V ) by the formula

(g1, g2) f = π(g1) ◦ f ◦π(g−1
2 ). (3.38)

This formula induces an action on the subalgebra Endfin(V ) of End(V ). For im( f ) is finite
dimensional for f ∈ Endfin(V ), the left action of G on Endfin(V ). This can also be derived
from the fact that the isomorphism (3.37) is G × G-equivariant, and the action of G on V is
smooth whereas its action on V ∗ isn’t. We have an G×G-equivariant isomorphism of algebras

V ⊗ V ′→ Endfin(V )
sm (3.39)

where V ′ is the contragredient representation of V .
A smooth representation (π, V ) of a td-group G is said to be admissible if for every

compact open subgroup K of G, the subspace V K = π(eK)V is finite dimensional.

Proposition 3.11. If (π, V ) is an admissible representation then for every φ ∈ H (G), the
operator π(φ) has finite dimensional image.

Proof. For every φ ∈H (G), there exists a compact open subgroup K of G such that eK ?φ =
φ. It follows that for all v ∈ V , π(φ)v ∈ V K . Since V K is finite dimensional, the operator
π(φ) has finite dimensional image.

For admissible representation (π, V ), the homomorphism of algebras

π :H (G)→ End(V )

factorizes through Endfin(V ). Combined with the isomorphism (3.39), we obtain a homo-
morphism

π :H (G)→ V ⊗ V ′. (3.40)
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Proposition 3.12. If V is a smooth admissible representation of a td-G, then its contragredient
V ′ is also admissible. Let V ′′ denote the contragredient of V ′. The double dual map V → V ′′,
assigning to each vector v ∈ V the linear form v′ 7→ 〈v, v′〉 it defines on V ′, is an isomorphism
V → V ′′ of G-modules.

Proof. For eK is idempotent, we have a decomposition in direct sum V = π(eK)V ⊕ (1 −
π(eK))V . For the contragredient representation, we have the dual decomposition V ′ =
π′(e∗K)V

′⊕(1−π′(e∗K))V
′, and for the double contragredient V ′′ = π′′(eK)V ′′⊕(1−π′′(eK))V ′′.

In these decompositions,π′(e∗K)V
′ is the dual vector space ofπ(eK)V , andπ(eK)V ′′ is the dual

vector space of π′(e∗K)V
′. For π(eK)V is finite dimensional, the double dual map π(eK)V →

π′′(eK)V ′′ is an isomorphism. The double contragredient map V → V ′′ induces an isomor-
phism V K → (V ′′)K on subspaces of K-points for each compact open subgroup. As V and V ′′

are smooth, the map V → V ′′ is an isomorphism.

Let (π, V ) be an admissible representation of a td-group G. For every ξ ∈ H (G), the
endomorphism v 7→ π(ξ)v has finite dimensional image. Indeed, if K is a compact open
subgroup such that ξ= eK ?ξ then π(ξ)v ⊂ V K . We can define the trace of π(ξ) as the trace
of the restriction of π(ξ) to its finite dimensional image

trπ(ξ) = tr(π(ξ)|imπ(ξ)). (3.41)

Each admissible representation π of G thus gives rise to a linear form on the Hecke algebra
H (G), called the character of π. The space of all linear forms on H (G) is called the space
of generalized functions as it contains C∞(G) as a subspace. The character of an admissible
representation of G is a generalized function.

If G is a reductive p-adic group, all irreducible smooth representations of G are admis-
sible. This highly nontrivial fact can only be proven after making a deep inroad into the
structure of smooth representations of reductive p-adic groups. This fact is also obviously
wrong for a general td-group. For instant, if G is a discrete group, and V is an infinite di-
mensional irreducible representation V then V is not admissible. Such a example exists for
infinite nonabelian discrete group.

Reduction to a finite level

The reduction to a finite level consists in considering the subspace V K of K-invariant vectors in
a smooth representation V of a td-G, K being a compact open subgroup of G. The terminology
of finite level refers to the level in the theory of modular forms.

Let G be a td-group, (π, V ) a smooth representation of G. Recall that after Prop. 3.9,
V is equipped with a structure of non-degenerate module over the Hecke algebra H (G).
For every compact open subgroup K , the subspace of K-fixed vector inherits a structure of
HK(G)-module. Indeed, for every φ ∈HK(G) and v ∈ V we have

φv = (eK ?φ)v = eK(φv) ∈ V K . (3.42)
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We obtain in this way a functor V 7→ V K from the category of nondegenerateH (G)-modules
to the category ofHK(G)-modules.

If K ⊂ K ′ are compact open subgroups of G, M is aHK(G)-module then eK ′M is aHK ′(G)-
module. Thus we obtain a functor from the category of HK(G)-modules to the category of
HK ′-modules. We understand better this functor in putting ourselves in the following general
context:

Proposition 3.13. 1. Let A be an associative algebra with unit e. Let e′ be an idempotent,
but not necessarily central, element e′ ∈ A, and A′ = e′Ae′. Then M 7→ e′M is an exact
functor from the category ModA of A-modules to the category ModA′ of A′-modules.

2. The subcategory Nile′ModA of ModA consisting of all A-modules M annihilated by e′ is a
Serre subcategory of ModA i.e. if N is an object of Nile′ModA all subquotients of N are
also objects of Nile′ModA, and all extensions of objects of Nile′ModA remain in Nile′ModA.

3. The quotient of the abelian category ModA by its Serre subcategory Nile′ModA can be
identified with ModA′ . More precisely for every A-linear map φ : M1 → M2, the induced
map e′φ : e′M1→ e′M2 is an isomorphism of A′-modules if and only if both ker(φ) and
coker(φ) belong to Nile′ModA.

4. For every A′-module M ′, the natural map α : e′(A⊗A′ M ′)→ M ′ is an isomorphism. Its
inverse gives rise to a pair of adjoint functors: the functor M ′ 7→ A⊗A′ M ′ from ModA′ to
ModA is a left adjoint to the functor M 7→ e′M from ModA to ModA′ .

5. If M ′ is a (nonzero) simple A′-module, then the quotient of A⊗A′ M ′ by its largest A-
submodule annihilated by e′ is a simple A-module M. Moreover, we have then e′M = M ′.

6. If M is a simple A-module such that e′M 6= 0, then M ′ = e′M is a simple A′-module.
Moreover, the adjunction map A⊗A′ M ′ → M is a surjective map whose kernel is the
largest A-submodule of A⊗A′ M ′ annihilated by e′.

Proof. 1. Since e′ is an idempotent element, we have a decomposition M = e′M ⊕ (e −
e′)M as abelian groups (we note that since e′ is not necessarily central, neither e′M
nor (e − e′)M are necessarily A-modules). If follows that the functor M 7→ e′M is an
exact functor form ModA to the category of abelian groups. Since e′M is automatically
endowed with a structure of A′-modules, the functor M 7→ e′M is an exact functor from
the category of A-modules to the category of A′-modules.

2. If N is an A-module annihilated by e′, it is obvious that all subobjects and quotients
of N are also annihilated by e′. The category Nile′ModA is therefore stable under sub-
quotients. Let us check that it is also stable under extension. We consider an exact
sequence

0→ M1→ M2→ M3→ 0
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where M1 and M3 are annihilated by e′. Let x2 be an arbitrary element of M2, x3 its
image in M3. Since e′x3 = 0, we have e′x2 ∈ M1. It follows that e′(e′x2) = e′x2 = 0.
This proves that M2 is annihilated by e′.

3. Let φ : M1 → M2 be an A-linear map such that the induced map e′M1 → e′M2 is an
isomorphism. Since the functor M → e′M is exact, this implies that both ker(φ) and
coker(φ) are annihilated by e′.

4. That α is an isomorphism is obvious to see once we write down its formula:

e′
n
∑

i=1

ai ⊗A′ m′i 7→
n
∑

i=1

e′aim
′
i

with ai ∈ A and m′i ∈ M ′. Since every m′ ∈ M ′ can be written in the form
∑n

i=1 e′aim
′
i

with just n = 1, m′1 = m′ and ai = 1, the map α is surjective. On the other hand, for
we can rewrite

e′
n
∑

i=1

ai ⊗A′ m′i =
n
∑

i=1

1⊗A′ e′aie
′m′i

if
∑n

i=1 e′aim
′
i = 0 then e′

∑n
i=1 ai ⊗m′i = 0. Therefore α is injective.

Since α : e′(A⊗A′ M ′) → M ′ is an isomorphism of A′-modules, we have an inverse
M ′→ e′(A⊗A′ M

′). If A⊗A′ M
′→ M is an A-linear map, the composition M ′→ e′(A⊗A′

M ′) → e′M gives rise to an A-linear map M ′ → e′M . We thus obtain a morphism of
functors

HomA(A⊗A′ M ′, M)→ HomA′(M
′, e′M). (3.43)

Inversely, given a A′-linear map M ′ → e′M , we obtain by composition A⊗A′ M ′ →
A⊗A′ e′M → M an A-linear map A⊗A′ M ′→ M . We thus obtain

HomA′(M
′, e′M)→ HomA(A⊗A′ M ′, M) (3.44)

One can check easily that (3.43) and (3.44) are inverse one of each other.

5. Let M ′ be a simple A′-module and m′ a generator of M ′. Let M denote the quotient of
A⊗A′ M ′ by its largest A-submodule N killed by e′. Then we have M ′ = e(A⊗A′ M ′) =
e′M . In particular M 6= 0.

By construction the image of 1⊗A′ m′ in M is a generator of M . To prove that M is a
simple A-module, we prove that for any nonzero element m ∈ M is also a generator of
M . This is equivalent to saying that there exists a ∈ A such that am = 1⊗A′ m′ in M .
Let m1 be an element of A⊗A′ M

′ whose image in M is m. There exists a1 ∈ A such that
m= a1 ⊗A′ m′. Since m1 /∈ N , there exists a2 ∈ A such that e′a2m1 6= 0. Now we have

e′a2m1 = e′a2a1 ⊗A′ m′ = e′a2a1e′ ⊗A′ m′ = 1⊗A′ (e
′a2a1e′)m′.
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Since e′a2m1 6= 0, we have (e′a2a1e′)m′ 6= 0. Since M ′ is a simple A′-module, there
exists a3 ∈ A such that (e′a3e′)(e′a2a1e′)m′ = m′. It follows that

(e′a3e′)(e′e2)m1 = (e
′a3e′)(e′e2e′)⊗A′ m′ = 1⊗A′ m′.

In other words am1 = 1⊗A′m
′ for a = (e′a3e′)(e′e2) ∈ A. This proves that M is a simple

A-module.

The quotient map A⊗A′ M ′→ M correspond by adjunction to a map

M ′ = e′(A⊗A′ M ′)→ e′M .

The map A⊗A′ M ′ → M being nonzero, the map M ′ → e′M is also nonzero. On the
other hand, it is surjective for the functor M 7→ e′M is exact. Since M ′ is a simple
A-module, the map M ′→ e′M is an isomorphism.

6. Let M be a simple A-module such that e′M 6= 0. Since e′(A⊗A′ e
′M) = e′M , both kernel

and cokernel the map A⊗A′ e
′M → M are annihilated by e′. For M is a simple A-module

such that e′M 6= 0, it has neither nontrivial submodule or quotient annihilated by e′. It
follows that the map A⊗A′ e

′M → M is surjective and its kernel is the largest submodule
of A⊗A′ e′M killed by A.

It only remains to prove that M ′ = e′M is a simple A′-module. Let M ′1 be a nonzero
A′-submodule of M ′. We will prove that M ′1 = M ′. We consider the A-linear map

φ1 : A⊗A′ M ′1→ A⊗A′ M ′.

For every A-module P, we denote Ne′(P) the largest submodule of P annihilated by e′

and Q(P) = M/Ne(P). We now have a map

Q(φ1) : Q(A⊗A′ M ′1)→Q(A⊗A′ M ′) = M

Since e′Q(A⊗A′ M ′1) = M ′1 and e′Q(A⊗A′ M ′) = M ′, the induced map

e′Q(φ1) : e′Q(A⊗A′ M ′1)→ e′Q(A⊗A′ M ′)

is just the inclusion map M ′1 → M ′, and in particular, it is nonzero. It follows that
Q(φ1) is nonzero. Since M si a simple A-module, Q(φ1) has to be surjective. It follows
that the inclusion map M ′1→ M1 is also surjective. In other words, M ′1 = M ′ and M ′ is
a simple A′-module.

Bibliographical comments

We followed [Hewitt-Ross] in the proof of the van Dantzig theorem.
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4 The Schur lemma and matrix coefficients

The Schur lemma and the orthogonality of matrix coefficients of irreducible representations
are the cornerstones of the theory of representations of finite groups. The purpose of this
section is to incorporate these materials into the theory of representations of td-groups.

An immediate consequence of the Schur lemma is that all smooth irreducible representa-
tions of abelian td-groups are one dimensional i.e. characters. We will develop an avatar of
the Pontryagin duality for abelian td-groups. In contrast with the theory of Pontryagin dual-
ity for abelian locally compact groups, we won’t restrict ourselves to unitary characters for at
this point, we attempt to stay clear from any norm or topology on the coefficient field of rep-
resentations. In particular, instead of the Fourier transform in the Pontryagin theory, we will
study an avatar of the classical Fourier-Laplace transform for the case of abelian td-groups.

The Schur lemma is also an essential ingredient for the proof of the orthogonality rela-
tion among matrix coefficients and the Peter-Weyl theorem. We will discuss the Peter-Weyl
theorem in the case of compact td-groups. For noncompact td-groups, the the orthogonality
relation among matrix coefficients can be generalized to the class of compact representations.

The Schur lemma

A smooth representation V of a td-group G is said to be irreducible if it has no G-invariant
proper subspace other than 0.

Proposition 4.1. If (π, Vπ) and (π′, Vπ′) are two irreducible representations of a td-group V ,
then all non zero G-equivariant maps Vπ→ Vπ′ are invertible. Then if π and π′ are not isomor-
phic then HomG(π,π′) = 0.

Proof. Let φ : Vπ → Vπ′ be a nonzero G-equivariant map. Then im(φ) is a nonzero G-
invariant subspace of Vπ′ . Since Vπ′ is irreducible, we must have im(φ) = Vπ′ or in other
words, φ is surjective. On the other hand, ker(φ) is a proper G-invariant subspace of Vπ.
Since π is irreducible, we must have ker(φ) = 0 i.e. φ is injective. It follows that φ is
invertible, and in particular π and π′ are isomorphic. If π and π′ aren’t isomorphic, we must
have HomG(π,π′) = 0.

Proposition 4.2 (Schur lemma). Let G be a td-group countable at ∞ i.e it is a countable
union of compact open subsets. Assume C is algebraically closed and uncountable. Then for
every smooth irreducible representation (π, V ) of G, we have EndG(V ) = C.

Proof. If V is an irreducible representation of G and φ ∈ EndG(V ) is a nonzero G-linear
endomorphism of V , then γ is invertible by Prop. 4.1. In other words, EndG(V ) is a skew
field i.e. an unital associative ring in which all nonzero elements are invertible.

Assume that the inclusion C ⊂ EndG(V ) is strict and T ∈ EndG(V )− C. The action of t
on V gives rise to a homomorphism of algebras φ : C[t] → EndG(V ) with φ(t) = T . We
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claim that φ is injective. Indeed, if it is not, it is of the form A= C[t]/I where I is a nonzero
ideal of C[t], and hence A is a finite C-algebra. As a subalgebra of EndG(V ), A needs to be
an integral domain, thus A is a finite extension of C. Since C is assumed to be algebraically
closed, the only possibility is A= φ(C) that would contradict T = φ(t) /∈ φ(C).

Now as φ is injective, and all nonzero elements of EndG(V ) are invertible, the homo-
morphism φ : C[t] → EndG(V ) can be extended to C(t) where C(t) is the field of rational
functions of variable t. We observe that rational functions of the form (t−α)−1 with α ∈ C are
linearly independent and therefore C(t) can’t have countable basis. Since for every nonzero
vector v ∈ V , the map C[t] → V given by f 7→ φ( f )v is injective, the space V can’t have
countable basis.

On the other hand, the assumption G being countable at∞ implies that V has a countable
basis. Indeed, let v be a nonzero vector of V . There exists a compact open subgroup K such
that π(K)v = v. Since G is countable at ∞, G/K is a countable set. In particular the set
of vectors of the form π(g)v is thus countable. Since V is irreducible, the subspace of V
generated by the vectors π(g)v is V itself. It follows that V has a countable basis. Starting
from the assumption EndG(V ) 6= C, we have just reached a contradiction.

If Z is the center of a td-group G, and (π, Vπ) is a smooth irreducible representation of
G, then there exists a smooth character χ : Z → C× such that for every v ∈ Vπ, we have
π(z)v = χ(z)v for all z ∈ Z . We say that χ is the central character of π.

In particular, every irreducible smooth representation of an abelian td-group G is one
dimensional. Smooth irreducible representations of G are smooth characters χ : G → C×

i.e. those homomorphism of groups χ : G→ C× that are trivial on a compact open subgroup
of G.

Amitsur’s separation lemma

The separation lemma for td-groups is based on the following fact of noncommutative algebra
due to Amitsur.

Proposition 4.3. Let R be a countably infinite dimensional algebra over C and φ ∈ R a non
nilpotent element. Then there exists an irreducible R-module M on which φ is nonzero.

Proof. First, we prove that there exists α ∈ C× such that φ − α /∈ R×. Assume the opposite
is true, we consider the vectors φ −α as α ∈ C. Since C is uncountable and R has countable
dimension, these vectors ought to be linearly independent. Thus there exists non zero num-
bers a1, . . . , an ∈ C and distinct numbers α1, . . . ,αn ∈ C such that

∑n
i=1 ai(φ −αi)−1 = 0. By

multiplying with
∏n

i=1(φ −αi) we obtain a an expression P(φ) = 0 with P ∈ C[t] given by

P =
n
∏

i=1

(t −αi)
n
∑

i=1

ci(t −αi)
−1.
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We have P 6= 0 as P(αi) 6= 0 for every i = 1, . . . , n. The set of all polynomials Q ∈ C[t] such
that Q(φ) = 0 is a nonzero ideal of C[t]. We will assume that P is a generator of this ideal i.e.
the polynomial of minimal degree annihilating φ. Since φ is not nilpotent, P has a nonzero
root α. Then φ −α is a divisor of zero in R and hence φ −α /∈ R×.

Next, we consider the left proper ideal R(φ −α) of R. By the Zorn lemma, there exists a
maximal left proper ideal I containing R(φ−α). The quotient R/I is then a simple R-module.
Since R may not be commutative, in general, it is not true that φ acts on R/I as the scalar
α ∈ C×. We claim nevertheless that φ doesn’t acts trivially on R/I . Indeed, if it does, then
a.1R ∈ I . Since φ − α also lies in I , it follows that α ∈ I where α ∈ C×. It would follow
a contradiction for I is assumed to be a proper ideal. Therefore φ acts non trivially on the
simple module M .

Proposition 4.4. Let G be a unimodular td-group, non necessarily compact. For every nonzero
element φ ∈ H (G), there exists a smooth irreducible representation (π, Vπ) of G such that
π(φ) 6= 0.

Proof. According to the Amitsur lemma Prop. 4.3, it is enough to find φ′ so that φ ? φ′ is
not nilpotent. For the construction of φ′ seems to require the complex conjugation on C and
the fact that the field R of real numbers is totally ordered.

We will assume that G is unimodular. We will choose a left invariant distribution µ on G
so that for every compact open subgroup K of G, µ(IK) is a positive rational number. Using
µ we will identify C∞c (G) ' H (G). The induced convolution product on C∞c (G) is given
by the formula

φ ?φ′(g) =

∫

G,µ

φ(h)φ′(h−1 g). (4.1)

We will choose φ′ to be the complex conjugate of φ̌ where φ̌(g) = φ(g−1). Thus

φ ?φ′(eG) =

∫

G,µ

φ(h)φ(h) (4.2)

which is a strictly positive number as long as φ 6= 0. In particular φ ?φ′ 6= 0.
The same argument but applied to φ ?φ′ instead of φ shows that φ ?φ′ ?φ ?φ′ 6= 0. By

induction, we have (φ ?φ′)∗2
n
6= 0 for all n. We infer that φ ?φ′ is not nilpotent.

Abelian td-groups

For every abelian td-group G, we will denote Ω(G) the space of all smooth characters of G.
While it is obvious that Ω(G) is equipped with a structure of abelian group, it is less clear
what is the natural geometric structure of Ω(G). The equivalent question is what are the
"natural functions" on Ω(G).
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The algebra of "natural functions" on Ω(G) should certainly include the algebra Dc(G)
of distributions with compact support on G. We know that Dc(G) acts on every smooth
representation of G by (2.11). If χ : G → C× is a smooth character, the action of Dc(G) on
Vχ = C is given by a homomorphism of algebras ξ 7→ 〈ξ,χ〉. Thus ξ ∈ Dc(G) gives rise to a
function

ξ̂ : Ω(G)→ C (4.3)

defined by χ 7→ 〈ξ,χ〉. The map ξ 7→ ξ̂ is a generalization of the Fourier-Laplace transform.
We will equip Ω(G) the coarsest topology such that for every ξ ∈ Dc(G) the subset of Ω(G)
consisting of χ ∈ Ω(G) such that ξ̂(χ) = 0 is a closed subset.

Proposition 4.5. For every compact open subgroup K of G, let Ω(G; K) denote the subgroup of
Ω(G) consisting of characters χ : G→ C× trivial on K. Then Ω(G; K) is an open subset of Ω(G).

Proof. For every compact open subgroup K of G, we denote VK the closed subset of Ω(G)
determined by the vanishing of ξ̂ for all ξ ∈ Dc(G) ? eK . Then Ω(G; K) is the complement of
of VK in Ω(G), and therefore is an open subset.

The case of multiplicative group

Let F nonarchimedean local field, R× its ring of integers whose residue field is the finite
field Fq with q elements. The multiplicative group F× is an abelian td-group whose maximal
compact subgroup is R×. We have an exact sequence

0→ R×→ F×
ord
−→Z→ 0 (4.4)

where for every x ∈ F×, ord(x) is the unique integer such that x = uord(x)
F α where uF is a

generator of the maximal ideal of R and α ∈ R×. We every every choice of uF we have an
isomorphism F× = R××Z with x 7→ (arg(x), ord(x)) where arg(x) ∈ R× and ord(x) ∈ Z such
that x = arg(x)uord(x)

F .
Every smooth character χ : F×→ C× is of the form

χ(x) =ω(arg(x))tord(x) (4.5)

where t ∈ C×, andω : R×→ C× is a smooth character of the compact group R×. As a smooth
character of R×, ω has to be trivial on a compact open subgroup of the form 1 + un

F R, and
in particular, ω has to be of finite order. The group of all smooth characters of R× is the
inductive limit of the finite groups of characters of R×/(1+ un

F R)

Ω(R×) = lim−→
n

Ω(R×/(1+ un
F R)), (4.6)
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which is a infinite discrete torsion group. The space of all smooth characters of F×

Ω(F×) = Ω(R×)×C× (4.7)

is a disjoint union of countably many copies of C×. In particular, it is equipped with a structure
of algebraic variety of C. Components of Ω(F×) are to be indexed by charactersω of R×, and
for every ω, the corresponding component Ω(F×,ω) is isomorphic to C×. The component
Ω(F×,ω) consists in all character χ : F× → C× whose restriction is ω, and in particular, it
doesn’t depend on the choice of uF . However, the isomorphism Ω(F×,ω)' C× does depend
on the choice of uF .

Proposition 4.6. There is an homomorphism of algebras Dc(F×)→ Γ (Ω(F×),O ), from the al-
gebra of distributions with compact support on G to the algebra of all algebraic regular functions
onΩ(F×). By restriction, it induces an isomorphism ofH (F×) and the subalgebra Γ0(Ω(F×),O )
of algebraic regular functions on Ω(F×) vanishing on all but finitely many components of F×.

Proof. Over the component Ω(F×,ω), we have the smooth representation (πω,C[t, t−1])
where

πω(x)φ =ω(arg(x))tord(x)φ (4.8)

for every φ ∈ C[t, t−1]. We obtain irreducible representations of F× in this component by
specializing t to elements of C×.

For every ξ ∈ Dc(G), and ω ∈ Ω(R×), the action πω(ξ) on C[t, t−1] is a endomorphism
of C[t, t−1]-modules. It follows that there exists a unique element ξ̂ω ∈ C[t, t−1] such that
πω(ξ) acting on C[t, t−1] as the multiplication by ξ̂ω. The map ξ 7→ ξ̂ω = (φ̂ω)ω∈Ω(R×)
defines a homomorphism of algebras

F : Dc(F
×)→ Γ (Ω(F×),O ) (4.9)

For every compact open subgroup K of R×, for every ξ ∈ eK ? Dc(G), we have ξ̂ω = 0
unless ω lies in the finite subgroup Ω(R×/K) of Ω(R×). It follows that the restriction of (4.9)
toH (R×) has image in the subalgebra Γ0(Ω(F×),O ) of regular algebraic functions on Ω(F×)
whose restrictions to all but finitely many components vanish.

For every ω ∈ Ω(R×) we construct an element eω ∈H (R×) as follows:

eω =ωµ(R
×)−1µ (4.10)

where ω : F× → C is the extension by zero of the character ω : R× → C for any invariant
distribution µ ∈ D(F×)F

×
, . It is easy to see that the element eω are idempotents and mutually

orthogonal i.e. eω ? eω′ = 0 if ω 6=ω′.
One can check that

H (F×) =
⊕

ω∈Ω(R×)
eω ?H (F×)
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and for everyω, the restriction of (4.9) to eω?H (F×) induces an isomorphism of this algebra
on the algebra Γ (Ω(F×,ω),O ) of regular algebraic functions on Ω(F×,ω). By passing to
direct sum we get an isomorphismH (F×)→ Γ0(Ω(F×),O ).

The homomorphism (4.9) is injective. Indeed if ξ ∈ Dc(F×) such that ξ̂ = 0 then for
every compact open subgroup K of F× we have F (eK ? ξ) = êK ? ξ̂= 0. Since F is injective
onH (F×) this implies that eK ? ξ= 0 for all K . We infer ξ= 0.

The homomorphism (4.9) is however not surjective. If ξ is supported on
⋃n

i=−n ui
F R×

then for every ω ∈ Ω(R×), ξ̂ω ∈ C[t, t−1] is a Laurent polynomial of degree no more than
n. It follows that if ξ ∈ Dc(G), the degree of the Laurent polynomials ξ̂ω as ω varies, is
uniformly bounded.

A distribution ξ ∈ D(G) is said to be essentially compact if for every φ ∈H (G), we have
ξ ?φ ∈ H (G). We note Dec(F×) the space of all essentially compact distributions. From its
very definition Dec(F×) is an algebra containing Dc(G).

Proposition 4.7. The homomorphism (4.9) extends to an isomorphism of algebras

Dec(F
×)→ Γ (Ω(F×),O ) (4.11)

Proof. For every ξ ∈ Dec(F×), for every ω ∈ Ω(R×), as ξ ? eω ∈ Dc(G), then πω(ξ ? eω) acts
on the representation C[t, t−1] as homomorphism of C[t, t−1]-modules, with πω being the
representation (4.8). Thus it acts as by the multiplication by a Laurent polynomial ξ̂ω. The
map ξ 7→ ξ̂ = (ξ̂ω) defines a homomorphism of algebras Dec(F×)→ Γ (Ω(F×),O ) extending
(4.9).

Conversely, we need to prove that the map ξ 7→ (ξ ? eω) defines an isomorphism

Dec(G)→
∏

ω∈Ω(R×)

Dc(F
×) ? eω. (4.12)

We define an inverse map to (4.12). For every compact open subgroup K of R× we have
eK =

∑

ω∈Ω(R×/K) eω and hence

Dc(F
×) ? eK =

⊕

ω∈Ω(R×/K)
Dc(F

×) ? eω. (4.13)

It follows that the right hand side of (4.12) can be identified with the projective limit of
Dc(F×) ? eK as K ranging over all compact open subgroups of R×. Let (ξK) be a system of
compatible elements ξK ∈ Dc(F×)? eK . Since Cc(F×) is the union of Cc(F×)? eK , the system
of compatible elements (ξK) defines a linear form on Cc(F×) thus a element ξ ∈ D(G).
Moreover, as ξ satisfies the property ξ ? eK has compact support for every compact open
subgroup K , it is an essentially compact distribution.
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In the course of the above argument, we proved that Dec(F×) can be identified with the
projective limit

Dec(F
×) = lim←−

K

Dc(F
×) ? eK (4.14)

with K ranging over all compact open subgroups of F×. The subalgebra Dc(F×) consists in a
system of compatible elements ξK ∈ Dc(F×)? eK whose supports are contained in a compact
subset C of F× that can be chosen independently of K .

Although there are obviously a lot more essentially compact distributions than distribu-
tion with compact support, it isn’t obvious to construct an explicit example. We may ask
a more general question: if X is a td-space acted on by a td-group G, find a distribution
ξ ∈ D(X ) such that for every compact open subgroup K of G, eK ? ξ is of compact support.
Here is at least an example. Let us consider the space F acted on by F×. Letψ : F → C× be a
nontrivial smooth character of the additive group F . It can be proven by a direct calculation
that although the function ψ : F → C is not of compact support, for every compact open
subgroup K of F×, eK ?ψ is of compact support.

The case of the additive group

We now consider the case of the additive group F where F is a nonarchimedean local field.
As in the previous paragraph, we denote R the ring of integers of F , uF a generator of the
maximal ideal of R and q the cardinal of the residue field k. Let Ω(F) denote the group of all
smooth characters of F . For every nontrivial characterψ : F → C×, the conductor ofψ is the
maximal R-submodule of F , necessarily of the form un

F R for some n ∈ Z, which is contained
in the kernel of ψ.

Proposition 4.8. There exists an additive characterψ1 ∈ Ω(F) of conductor R. For every x ∈ R,
ifψx : F/R→ C× is the smooth character given by y 7→ψ1(x y), then the map x 7→ψx induces
an isomorphism of groups R→ Ω(F/R) that can be extended to an isomorphism of topological
groups

ψ : F → Ω(F). (4.15)

Proof. The quotient F/R is an union of finite groups

F/R=
⋃

n∈N

u−n
F R/R (4.16)

so that
Ω(F/R) = lim←−

n

Ω(u−n
F R/R). (4.17)

It is known that if A and B are finite groups with A⊂ B then the induced map on their group of
characters Ω(B)→ Ω(A) is surjective. It follows that the projective limit Ω(F/R) is nonempty.
Moreover, there exists ψ1 ∈ Ω(F/R) whose restriction to u−1

F R/R is nontrivial.
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For every x ∈ R, if we restrict the character ψx(y) = ψ1(x y) to u−1
F R/R, we obtain

a nonzero homomorphism ω1 : R/uF R → Ω(u−1
F R/R). We observe that both R/uF R and

Ω(u−1
F R/R) are naturally equipped with a structure of k-vector space, and as such they both

have dimension one. One can easily check that the map ω1 is a nonzero k-linear, and there-
fore it is an isomorphism.

Next, we prove by induction on n ∈ N that the restriction of ψx to u−n
F R/R induces an

isomorphismωn : R/un
F R→ Ω(u−n

F R/R). Assuming this statement is true for n, we will prove
that it is true for n+ 1. For that we consider morphism between short exact sequences:

0 un
F R/un+1

F R R/un+1
F R R/un

F R 0

0 Ω(u−n−1
F R/u−n

F R) Ω(u−n−1
F R/R) Ω(u−n

F R/R) 0

ωn+1 ωn (4.18)

Since ωn is known to be an isomorphism, in order to prove that ωn+1 is an isomorphism,
it is enough to prove that the restriction of ωn+1 to un

F R/un+1
F R induces a isomorphism

un
F R/un+1

F R→ Ω(u−n−1
F R/u−n

F R). For that, we can use again the argument forω1 by checking
that the restriction of ωn+1 to un

F R/un+1
F R

ωn+1|un
F R/un+1

F R : un
F R/un+1

F R→ Ω(u−n−1
F R/u−n

F R)

is a nonzero k-linear map between one-dimensional k-vector spaces.
By passing to the projective limit as n →∞, we see that the map x 7→ ψx induces an

isomorphism of profinite groups R→ Ω(F/R). For every m ∈ N, the same argument as above
shows that the map x 7→ψx induces an isomorphism u−m

F R→ Ω(F/um
F R). By passing to the

inductive limit as m→∞, we obtain an isomorphism ψ : F → Ω(F).

Proposition 4.8 can be found in Tate’s thesis [14] Lemma 2.2.1.

Compact td-groups

It is well known that, for finite and more generally compact groups, all irreducible repre-
sentations are finite dimensional, and all finite dimensional representations are isomorphic
to a direct sum of irreducible representations. In the literature on representation of finite
and compact groups, for instant [Serre] or [Simon], the semisimplicity property of repre-
sentations derived from the existence an invariant Hermitian form. For the purpose of this
section is to establish similar semisimplicity property for a special class of representation of
non necessarily compact td-groups, the compact representations, it will be useful to review
the compact td-groups case in keeping the arguments purely algebraic, in other words, in
avoiding using Hermitian forms.
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Proposition 4.9. If G is a compact td-group, then every smooth representation of G is a union
of finite-dimensional representations. In particular, every smooth irreducible representation of
G is finite-dimensional.

Proof. Let (π, V ) be an irreducible smooth representation of G and v ∈ V a nonzero vec-
tor. The fixer of v is a compact open subgroup K of G. If g1, . . . , gn is a set of represen-
tatives of right cosets of K in G, then the finite-dimensional subspace V1 of V generated
by π(g1)v, . . . ,π(gn)v is stable under G. It follows that V is a union of finite dimensional
representations of G.

Let G be a compact td-group. For every an irreducible smooth representation (π, V ) of G,
V is equipped with a structure ofH (G)-modules i.e we have a homomorphism of algebras

π :H (G)→ End(V ). (4.19)

Under the assumption of compactness of G, we will construct a section of hπ that is a ho-
momorphism of nonunital algebras so that we can split off End(V ) as a multiplicative direct
factor ofH (G).

After Prop. 4.9, we know that V is finite dimensional. For every v ∈ V and v∗ ∈ V ∗ we
will consider the matrix coefficient mv,v∗ which is a smooth function mv,v∗ : G→ C given by

mv,v∗(g) = 〈v,π∗(g)v∗〉. (4.20)

A priori, one may ask why shouldn’t we use the similar formula 〈π(g)v, v∗〉 instead. The
formula (4.20) is the only one reasonable in the sense that it produces a map

mπ : V ⊗ V ∗→H (G) (4.21)

that is G × G-equivariant i.e. m satisfies

mπ(π(g1)v ⊗π∗(g)v∗) = lg1
rg2

mπ(v ⊗ v∗). (4.22)

Each Haar measure µ on G defines a G × G-equivariant isomorphism µ : C∞(G)→H (G)
given by f 7→ f µ. Thus µ ◦m : V ⊗ V ∗→H (G) is a G × G-equivariant map and so is

π ◦µ ◦mπ : V ⊗ V ∗→ V ⊗ V ∗. (4.23)

Since V is an irreducible representation of G, V⊗V ∗ is an irreducible representation of G×G.
By the Schur lemma, π ◦µ ◦mπ must be a scalar to be denoted by cµ(π).

Proposition 4.10. We have cµ(π) = dim(V )−1volµ(G). In particular, cµ(π) 6= 0.
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Proof. For every vector v ⊗ v∗ ∈ V ⊗ V ∗, we have

π ◦µ ◦mπ(v ⊗ v∗) = cµ(V )(v ⊗ v∗)

by the very definition of dµ(V ). If we denote fv⊗v∗ the element of End(V ) corresponding to
v ⊗ v∗ ∈ V ⊗ V ∗ then for every u ∈ V we have

fv⊗v∗u= v〈v∗, u〉. (4.24)

It follows that for every u ∈ V and u∗ ∈ V ∗, we have

〈 fv⊗v∗u, u∗〉= 〈v, u∗〉〈v∗, u〉. (4.25)

What we have to prove is that for every u ∈ V and u∗ ∈ V ∗, we have

〈π ◦µ ◦mπ(v ⊗ v∗)u, u∗〉= dim(V )−1volµ(G)〈v, u∗〉〈v∗, u〉. (4.26)

By the very definition of m and hπ, we have

π ◦µ ◦mπ(v ⊗ v∗)u=

∫

G,µ

〈v,π∗(g)v∗〉π(g)u (4.27)

so that for every u∗ ∈ V ∗, the left hand side of (4.26) is
∫

G
µ〈v,π∗(g)v∗〉〈u∗,π(g)u〉= 〈v ⊗ u∗,

∫

G,µ

(π∗(g)⊗π(g))(v∗ ⊗ u)〉. (4.28)

The calculation of the right hand side of (4.28) takes several steps. First we evaluate the
integral

av(w) =

∫

G,µ

(π∗(g)⊗π(g))w

depending on w ∈ V ∗ ⊗ V . Because µ is an invariant measure on G, av(w) is a G-invariant
vector of V ∗ ⊗ V . Since V is irreducible, the space of G-invariant vectors of V ∗ ⊗ V is one
dimensional and generated by the vector 1V ∈ V ∗⊗ V that corresponds to the identity endo-
morphism of V . Thus there is a unique linear form ` : V ∗ ⊗ V → C such that

av(w) = c(w)1V .

More over the linear form ` : V ∗ ⊗ V → C is also G-invriant and thus belongs to the one
dimensional space of G-invariant linear form on V ∗ ⊗ V generated by ev : V ∗ ⊗ V → C
defined by ev(v∗ ⊗ v) = 〈v∗, v〉. There exists a constant α ∈ C such that

av(w) = αev(w)1V .
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It remains to compute the constant c. For this purpose, we can pick w= 1G . On the one hand,
we have av(1G) = volµ(G)1G , and on the other we have ev(1G) = dim(V ), and therefore
α= dim(V )−1volµ(G). We infer the formula

av(w) = dim(V )−1volµ(G)ev(w)1V

holds for all w ∈ V ∗ ⊗ V .
The right hand side of (4.28) is now equal to:

〈v ⊗ u∗, dim(V )−1volµ(G)ev(v∗ ⊗ u)1V 〉= dim(V )−1volµ(G)〈v, u∗〉〈v∗, u〉

that implies (4.26).

With cµ(V ) 6= 0 granted, we obtain a section of π :H (G)→ V ⊗ V ∗

hπ : V ⊗ V ∗→H (G). (4.29)

given by the formula

hπ = cµ(V )
−1µ ◦mπ = dim(π)volµ(G)

−1µmπ. (4.30)

We derive a decomposition ofH (G) as a direct sum of algebras

H (G) =H (G)π ⊕H (G)⊥π (4.31)

whereH (G)π = V ⊗ V ∗ andH (G)⊥π = ker(hπ). The idempotent ofH (G) corresponding to
the unit of the componentH (G)π is

eπ = hπ(1V ) = dim(π)volµ(G)
−1µχπ (4.32)

where χπ = m(1G) ∈ C∞(G) is the character of π.

Proposition 4.11. The elements eπ are central idempotents of H (G). If π and π′ are not
isomorphic, then eπ ? eπ′ = 0.

Proof.

We can now derive the Peter-Weyl theorem for compact td-groups.

Proposition 4.12. Let G be a compact td-group. The direct sum of hπ : Vπ⊗ V ∗π →H (G) over
the set of isomorphism classes of irreducible representations π of G

⊕

π

hπ :
⊕

π

Vπ ⊗ V ∗π →H (G) (4.33)

is an isomorphism of algebras.
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Proof. First we prove that the map (4.33) is injective. Let π1, . . . ,πn be a finite set of non
isomorphic irreducible representations of G and wi ∈ Vπi

⊗W ∗
πi

such that
∑n

i=1 nπi
(wi) =

0. Since eπi
= nπi

(1Vi
) we have nπi

(wi) = eπi
? nπi

(wi) for all i. Since eπi
? eπ j

= 0 for
i 6= j, we derive nπi

(wi) = eπi
? nπi

(wi) = 0 by operating the left convolution by eπi
on

∑n
j=1 eπ j

? nπ j
(w j). It follows that wi = 0 for all i since nπi

is injective.
Now we prove that (4.33) is surjective. For every φ ∈H (G) there exists a compact open

subgroup K of G such that eK ? φ = φ ? eK = φ. Since G is compact, we may assume that
K is a normal subgroup of G. Unless π : G → GL(Vπ) factorizes through the finite quotient
G/K , we have eπ ? eK = 0. It follows that unless π : G→ GL(Vπ) factorizes through the finite
quotient G/K , we have eπ?φ = eπ?eK ?φ = 0. It now makes sense to consider the difference

φ′ = φ −
∑

π

eπ ?φ (4.34)

for the sum
∑

π eπ ?φ has only finitely many nonzero terms. For every irreducible represen-
tation π, we have eπ ?φ

′ = 0. Since π(eπ ?φ′) = π(eπ)π(φ′) = π(φ′) we derive π(φ′) = 0
for all π. By the following separation lemma, we infer then φ′ = 0 and therefore (4.33) is
surjective.

Proposition 4.13. Let G be a compact td-group. For every smooth irreducible representation π
of G, eπ = hπ(1Vπ) is a central idempotent of H (G). For every smooth representation W of G,
we have a decomposition

W =
⊕

π

eπW (4.35)

for π ranging over the set of isomorphism classes of smooth irreducible representations of G.
More over for every π, eπW is isomorphic to a direct sum of copies of Vπ.

Proof. Because eπ are central elements of H (G), eπW are a H (G)-submodule of W . We
consider theH (G)-linear map

⊕

π

eπW →W (4.36)

given by the addition in W . We claim that this map is an isomorphism.
First we prove that it is injective. Let w1, . . . , wn ∈ W and π1, . . . ,πn non isomorphic

irreducible representations of G such that
∑n

i=1 eπi
wi = 0. Using the relation eπi

? eπ j
= 0

if i 6= j, and epii ? epii = epii , this implies that eπi
wi = 0 for all i. This implies that (4.36) is

injective.
Let us prove that (4.36) is surjective. For every w ∈ W there exists a compact open

subgroup K of G such that eK w = w. Since G is compact, we can assume that K is a normal
subgroup. Then we have

eK =
∑

π

eπ ? eK (4.37)
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where eπ ? eK = 0 unless π factorizes through G/K in which case eπ ? eK . We derive w =
eK w =

∑

π eπw where π ranges over the irreducible representations π factorizing through
G/K . It follows that w lies in the image of (4.36).

It remains to prove that eπW is isomorphic to a direct sum of copies of Vπ. This derives
from the G-equivariant surjective map

eπH (G)×W → eπW (4.38)

where G acts on eπH (G) ×W by g(φ ⊗ w) = g(φ) ⊗ w. Since we have an G-equivariant
isomorphism eπH (G)' Vπ⊗V ∗π where g acts on eπH (G) be left translation and on Vπ⊗V ∗π
through its action on the first factor. It follows that eπH (G)×W is isomorphic to a direct
sum of copies of Vπ. Thus eπW is a sum, not necessarily direct, of copies of Vπ. Since Vπ
are simple modules, this implies that W is isomorphic to a direct sum of copies of Vπ (see
[Lang-Algebra]).

Matrix coefficients of compact representations

The concept of matrix coefficients already used in the study of compact groups can be gener-
alized to not necessarily compact groups. Let (π, V ) be an irreducible smooth representation
of a td-group G, V ∗ its dual and V ′ its contragredient consisting of smooth vectors in V ∗. For
given vectors v ∈ V and v∗ ∈ V ∗, we can define the matrix coefficient function

mv,v∗(g) = 〈v,π∗(g)v∗〉. (4.39)

Since v is a smooth vector, v is invariant under a compact open subgroup K of G. It follows
that mv,v∗ is invariant under the right action of K . It is thus a smooth function on G i.e.
mv,v∗ ∈ C∞(G), and moreover it is smooth vector in this space with respect to the action of
G by right translation:

mv,v∗ ∈ C∞(G)sm(rG). (4.40)

If now v∗ ∈ V ′ is a smooth vector in V ∗ then the matrix coefficient mv,v∗ is a smooth vector
in C∞(G) with respect to the action of G × G by left and right translation i.e. mv,v∗ ∈
C∞(G)sm(lG×rG). We have thus a morphism of smooth representations of G × G:

mπ : V ⊗ V ′→C∞(G)sm(lG×rG) (4.41)

defined by the matrix coefficient.
An irreducible smooth representation V is said to be compact if m(V ⊗ V ′) is contained

in the space C∞c (G) of smooth functions with compact support. If V is an irreducible rep-
resentation of G then V ⊗ V ′ is an irreducible representation of G × G. It follows that
m(V ⊗ V ′) ⊂ C∞c (G) if and only if m(V ⊗ V ′) ∩ C∞c (G) 6= ;. In other words, V is com-
pact if and only if there exist nonzero vectors v ∈ V and v′ ∈ V ′ such that mv,v′ is compactly
supported.
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Proposition 4.14. Let (π, V ) be a smooth representation of a td-group G. For every v ∈ V and
compact open subgroup K of G, we consider the function φK ,v : G → V given by φK ,v(g) =
π(eK ? δg ? eK)v. If π is compact, then the image of φK ,v lies in a finite dimensional subspace
of V .

Proof. If the subvector space of V generated by φK ,v(g) isn’t finite dimensional, there exists
an infinite sequence g1, g2, . . . ∈ G such that the vectors vi = φK ,v(gi) ∈ V K are linearly
independent. We observe that the set {gi} is not contained in any compact subset of G,
because any compact subset C would have nonempty intersection with only finitely many
double cosets K gK . Now we construct a vector v∗ ∈ V ∗ such that 〈v′, vi〉 = 1 for all i.2 By
replacing v′ = eK v∗ we obtain v′ ∈ V ′ satisfying the same equalities. Then mv,v′(gi) = 1 for
all i and therefore the support of the matrix coefficient mv,v′ contains gi , and therefore it is
not compact.

Proposition 4.15. Every compact irreducible smooth representation is admissible.

Proof. Let (π, V ) be a compact irreducible representation of G. For every compact open
subgroup K and v ∈ V K a nonzero vector, we have defined the function φK ,v : G → V K by
the rule φK ,v(g) = π(eK ? δg ? eK)v. The subspace U of V K generated by the vectors of the
form φK ,v(g), is stable under the action ofHK = eK ?Dc(G) ? eK . Since V is irreducible, V K

is an irreducible HK -module, and hence we must have U = V K . By Prop. 4.14, U is finite
dimensional. It follows that V is finite dimensional and hence π is admissible.

Proposition 4.16. Let (π, V ) be a smooth irreducible representation of a td-group G. Then the
following properties are equivalent:

(1) The matrix coefficients of π are compactly supported functions,

(2) The function φK ,v : G→ V given by φK ,v(g) = π(eK ? δg ? eK)v is compactly supported.

Proof. First we prove (1) ⇒ (2): Assume that for every v ∈ V and v′ ∈ V ′, the support of
the matrix coefficient mv,v′ is compact. We claim that the subvector space of V generated by
φK ,v(g) is finite dimensional. Indeed, if it is not, there exists an infinite sequence g1, g2, . . . ∈
G such that the vectors vi = φK ,v(gi) ∈ V K are linearly independent. We observe that the
set {gi} is not contained in any compact subset of G, because any compact subset C would
have nonempty intersection with only finitely many double cosets K gK . Now we construct
a vector v′ ∈ V ′K such that 〈v′, vi〉= 1 for all i. Then mv,v′(gi) = 1 for all i and therefore the
support of the matrix coefficient mv,v′ contains gi , and therefore it is not compact.

Assume that the subvector space U of V generated by the vectors πK ,v(g) when g varies,
is finite dimensional. We can choose finitely many vectors v′1, . . . , v′n ∈ V ′ such that a vector
u ∈ U is zero if and only if 〈v′i , u〉 = 0 for all i ∈ {1, . . . , n}. It follows that the support of

2Hahn-Banach?
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the function φK ,v is contained in the union of the supports of matrix coefficients mv′i ,v
as i

ranging the finite set {1, . . . , n}. Thus, the support of φK ,v is compact.
Next we prove (2)⇒ (1): Assume that for every compact open subgroup K , the function

G → V defined by g 7→ π(eK ? δg ? eK)v is nonzero and compactly supported. For every
v ∈ V , and v′ ∈ V ′, if K is a compact open subgroup K fixing both v and v′, then mv,v′(g) =
〈v′,φK ,v(g)〉. In particular, the support of mv,v′ in contained in the support of the function
φK ,v(g), and hence is compact.

The formal degree

The action of a td-G on every irreducible smooth representation (π, V ) can be extended as a
homomorphism of algebras π :H (G)→ EndC(V ). If π is admissible, π(H (G)) is contained
in the subalgebra Endfin(V ) of endomorphism of V with finite dimensional image. This ho-
momorphism is G×G-equivariant. We have also identified the space of G×G-smooth vectors
in Endfin(V ) with V ⊗V ′ so that π factorizes through a G×G-equivariant homomorphism of
algebrasH (G)→ V ⊗ V ′ that we will also denote by π.

If (π, V ) is a compact irreducible representation then we have seen that π is admissible
(Prop. 4.15). Moreover, by the very definition of compactness, the matrix coefficient gives
rise to a G × G-equivariant map

mπ : V ⊗ V ′→C∞c (G). (4.42)

Given a choice of a Haar measure µ, we can identify the space C∞c (G) and the spaceH (G)
of smooth measures with compact support: the mapφ 7→ φµ defines a G×G-equivariant iso-
morphism C∞c (G)→H (G). The composition of π and mπ gives rise to a G×G-equivariant
map

π ◦mπ : V ⊗ V ′→ V ⊗ V ′. (4.43)

For V ⊗V ” is an irreducible representation of G×G, this map must be a scalar after the Schur
lemma. We will denote the scalar by cµ(π). This constant depends proportionally on the
Haar measure µ.

Proposition 4.17. The constant cµ(π) is non zero.

Proof. Let w= V ⊗ V ′ be a non zero vector of V × V ′ and φ = µmπ(w) ∈H (G) its image in
H (G). We want to prove that hπ(φ) 6= 0. For every irreducible representation (π′, Vπ′) not
isomorphic to π, the composition

π′ ◦mπ : V ⊗ V ′→ End(Vπ′) (4.44)

is G × G-equivariant. For every u ∈ Vπ′ , the map V ⊗ V ′ → Vπ′ given by w 7→ π′(mπ(w))(u)
is G-equivariant with respect to the left action of G on V ⊗ V ′. As left G-module, V ⊗ V ′ is
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isomorphic to a direct sum of copies of V , and as Vπ′ is an simple G-module non isomorphic
to V , the G-equivariant map V ⊗ V ′→ Vπ′ is necessarily zero. It follows that π′(mπ(w)) = 0
for every irreducible representation π′ non isomorphic to π. Assuming w 6= 0, and hence
mπ(w) 6= 0, we have π(φ) 6= 0 by the separation lemma (Prop. 4.4).

We will denote dµ(π) = cµ(π)−1 and call it the formal degree. As the constant cµ(π)
depends proportionally on the choice of the Haar measure µ, its inverse depends on it in the
inversely proportional way.

We now have a G × G-equivariant map

hπ = dµ(π)µmπ : V ⊗ V ′→H (G) (4.45)

which is a section of π :H (G)→ V ⊗V ′ by the very definition of the formal degree. We also
observe that hπ doesn’t depend on the choice of the Haar measure µ as dµ(π) varies inverse
proportionally with µ. As a section of π :H (G)→ V ⊗ V ′, hπ is necessarily injective.

Proposition 4.18. The section hπ : V ⊗V ′→H (G) is a homomorphism of algebras. Its image
H (G)π is a two sided ideal ofH (G).

Proof. As we have seen in the proof of Prop. 4.17, the map (4.44) is zero. In other words,
for every w ∈ V ⊗ V ′, for every irreducible representation (π′, Vπ′) non isomorphic to π, we
have π′(hπ(w)) = 0.

For w1, w2 ∈ V ⊗V ′, both equalities π′(hπ(w1)?hπ(w2)) = 0 and π′(hπ(w1w2)) = 0 hold
for for every irreducible representation π′ non isomorphic to π. On the other hand we have

π(hπ(w1) ? hπ(w2)) = π(hπ(w1w2)) = w1w2

for φ : H (G) → V ⊗ V ′ is a homomorphism of algebras and hπ is a section of π. By the
separation lemma (Prop, 4.4), we have hπ(w1w2) = hπ(w1) ? hπ(w2). In other words hπ :
V ⊗ V ′ → H (G) is a homomorphism of algebras. In particular, H (G)π is a subalgebra of
H (G).

For every w ∈ V ⊗ V ′, every φ ∈H (G) we have

π′(hπ(w) ?φ) = π
′(hπ(w))π

′(φ) = 0 (4.46)

and similarly π′(φ ? hπ(w)) = 0. Using again the separation lemma we have

hπ(w) ?φ = hπ(wπ(φ)) and φ ? hπ(w) = hπ(π(φ)w). (4.47)

We infer thatH (G)π is a two sided ideal ofH (G).
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We will denote H (G)⊥π the kernel of the homomorphism π : H (G)→ V ⊗ V ′. By con-
struction,H (G)⊥π is a two sided ideal ofH (G). Since hπ is a section of π, we have a decom-
position in direct sum

H (G) =H (G)π ⊕H (G)⊥π (4.48)

of two sided ideals. For both H (G)π and H (G)⊥π are two sided ideals, it is easy to see that
the above decomposition in direct sum respects the structure of Dc(G) × Dc(G)-module of
H (G). In particular, it is a decomposition of G × G-modules.

In the case of a compact group, the algebraH (G)π has a unit given by dµ(π)µχπ where
χπ is the character of π. In the present situation, for the representation π is of infinite
dimension, it is not obvious to make sense of its character χπ. Although, a posteriori, we will
make sense of χπ, it won’t be a smooth function on G. In fact, the algebra H (G)π doesn’t
have a unit in general. Nevertheless, at a finite level, the decomposition (4.48) is given by a
central idempotent element.

Proposition 4.19. Let (π, V ) be a compact irreducible representation of G. For every compact
open subgroup K of G, eπ,K = hπ(π(eK)) is a central idempotent ofHK(G). Moreover, we have

H (G)π ∩HK(G) = eπ,KHK(G) (4.49)

and
H (G)⊥π ∩HK(G) = (eK − eπ,K)HK(G) (4.50)

If K ′ is a compact open subgroup contained in K then we have eK ? eπ,K ′ = eπ,K .

Proof. Since hπ is a homomorphism of algebras, eπ,K = hπ(π(eK)) is an idempotent. Using
the formula (4.47) with φ = eK and w = φ(eK), we have eπ,K ∈ HK(G). Applying the same
formula for an arbitrary element φ ∈ HK(G) and w = π(eK), we obtain φ ? eπ,K = eπ,K ? φ.
Therefore, eπ,K is a central idempotent ofHK(G).

Splitting property with respect to a compact representation

Proposition 4.20. Let (π, Vπ) be an irreducible compact representation of a td-group G. Then
for every smooth representation W of G, there is a decomposition in direct sum W =Wπ⊕W⊥

π ,
depending functorially on W, such that Wπ is isomorphic to a direct sum of copies of Vπ, and
W⊥
π has no subquotient isomorphic to Vπ.

Proof. We define Wπ =H (G)πW and W⊥
π =H (G)

⊥
πW . We claim that W =Wπ ⊕W⊥

π . For
every compact open subgroup K , eKW is a module over the unital algebraHK(G). By Prop.
4.19, we have a central idempotent eπ,K ∈ HK(G). Thus eKW decomposes as a direct sum
ofHK(G)-modules

eKW = eπ,KW ⊕ (eK − eπ,K)W (4.51)

We also have eπ,KW = H (G)πW ∩ eKW and (eK − eπ,K)W = H (G)⊥πW ∩ eKW . Since the
splitting (4.51) holds for all K , we have W =Wπ ⊕W⊥

π .
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Compact modulo the center

Compact representations are the simplest from the analytic point of view, but also the most
interesting from the number theoretic point view. We will come back to investigate exten-
sively compact representations later.

We observe however that there are compact representations only if the center Z of G is
compact. Indeed, if the center Z of G is not compact, by the Schur lemma, for every smooth
irreducible representation (π, V ) of G, there exists a smooth character χ : G → C× such
that π(z)v = χ(z)v for all z ∈ Z and v ∈ V . It follows that the matrix coefficient satisfies
the formula mv,v′(zg) = χ(z)mv.v′(g) and therefore can’t be of compact support unless Z is
compact. For a td-group G whose center is not compact, there is a more useful notion of
compact representation modulo the center. An irreducible smooth representation of G is
said to be compact modulo the center Z if its matrix coefficients have supports contained in
ZC where C is some compact open subset of G. We will see later, if G is a reductive p-adic
group, an irreducible representation of G is compact modulo center if and only if it is cuspidal
in the sense of Harish-Chandra.

Proposition 4.21. Every compact modulo the center irreducible representation of G is admissi-
ble.

Proof. We will argue in an almost identical way as in the proof of Prop. 4.15. In fact, Prop.
4.14 is valid under the hypothesis of compactness modulo the center. The deduction of Prof.
4.15 from Prop. 4.14 is the same.

Bibliographical comments

5 Sheaves on td-spaces

Let X be a td-space. We consider the category TopX whose objects are open subsets of X and
morphisms are inclusion maps. A presheaf on X is a contravariant functor

F : TopX → VecC .

A sheaf of C-vector spaces on X is a presheaf satisfying the glueing condition: if U is an
open subset of X and U = {Uα|α ∈ αU } is a covering family of open subset of U then the
restriction map defines the equalizer sequence:

F (U)→
∏

α∈αU

F (Uα)⇒
∏

α,β∈αU

F (Uα ∩ Uβ). (5.1)

We will call td-sheaf a sheaf a C-vector space on a td-space X . For every td-space, we denote
by ShX the category of sheaves of C-vector spaces on a td-space X .
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One can form a sheaf F associated to each presheaf F : for every open subset U of X , we
define F (U) to be the limit of the inductive system consisting of equalizers

eq





∏

α∈αU

F (Uα)⇒
∏

α,β∈αU

F (Uα ∩ Uβ)





as U = {Uα|α ∈ αU } ranging over all families of open covering of of U . For instant, for the
constant presheaf U 7→ C then the associated sheaf will be U 7→ C∞(U). We will denote this
sheaf C∞X .

The category of td-sheaves on a td-space X is an abelian category. If α : F → G is a
C-linear map of td-sheaves that ker(α) is the sheaf U 7→ ker(F (U)→G (U)) and coker(α) is
the associated sheaf of the presheaf U 7→ coker(F (U)→G (U)).

Fibers of td-sheaves

If F is a td-sheaf on a td-space X , and x ∈ X is an element of X , we define the fiber Fx as
the inductive limit

Fx = lim−→
x∈U

F (U) (5.2)

ranging over all neighborhoods U of x ∈ X .

Proposition 5.1. A sequence 0→A →B → C → 0 is a short exact sequences of td-sheaves
on X if and only if for every x ∈ X , the sequence 0→Ax →Bx →Cx → 0 is an exact sequence
of C-vector spaces.

Proof.

If φ ∈ Γ (X ,F ) is a global section of F , we define φ(x) to be the element φ(x) ∈ Fx
consisting of the system of restrictions φ|U of φ to every neighborhood U of x . In particular
if φ(x) = 0 then there exists a open neighborhood U of x such that φ|U = 0. In particular,
the subset V of X consisting of elements x ∈ X such that φ(x) = 0 is an open subset. The
complement of V , which is a closed subset of X , is called the support of φ.

Sections with compact support

Let F be a td-sheaf on a td-space X and φ ∈ Γ (X ,F ) a global section of F . We will denote
Γc(X ,F ) the subspace of φ ∈ Γ (X ,F ) consisting of global sections with compact support. If
U is an open subset of X , there is a natural map Γc(U ,F )→ Γc(X , F) defined by the extension
by zero: indeed if φ ∈ Γc(U ,F ) is a section with compact support C , then one can glue it
with the zero section on X\C .
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If U1 and U2 are open subsets of X , with U1 ⊂ U2, then we have the restriction map
α

U2
U1

: Γ (U2,F )→ Γ (U1,F ) and the extension by zero map βU2
U1

: Γc(U1,F )→ Γc(U2,F ). If
ιU : Γc(U ,F )→ Γ (U ,F ) is the map consisting of forgetting the compact support condition
then we have a commutative diagram

Γc(U1,F ) Γ (U1,F )

Γc(U2,F ) Γ (U2,F )

ιU1

β
U2
U1

ιU2

α
U2
U1

(5.3)

In particular, βU2
U1

is injective for ιU1
is.

Proposition 5.2. For every open subset U of X , Γc(U ,F ) can be identified with the inductive
limit of Γ (C ,F ) for C ranging over all compact open subsets of U. Similarly, Γ (U ,F ) can be
identified with the projective limit of Γ (C ,F ) for C ranging over all compact open subsets of U.

Proof. By means of extension by zero maps, we have a map

lim−→
C

Γ (C ,F )→ Γc(U ,F ) (5.4)

where the injective limit ranges over all compact open subsets C of U . This map is injective
for every extension by zero map Γ (C ,F )→ Γc(U ,F ) is injective. It is also surjective because
if the support φ ∈ Γc(U ,F ) being a compact subset of U , is contained in some compact open
subset of U .

By means of restriction maps, we have a map

Γ (U ,F )→ lim←−
C

Γ (C ,F ). (5.5)

This map is an isomorphism because of the equalizer property of a sheaf.

Every sheaf F of C-vector spaces on X is automatically a sheaf on C∞X -modules i.e. for
every open subset U , there is a canonical map C∞(U) ⊗F (U) → F (U) endowing F (U)
with a structure ofC∞(U)-module, and this module structure is compatible with restriction.

Let F be a td-sheaf on a td-space X and φ ∈ Γ (X ,F ) a global section of F . We will
denote Γc(X ,F ) the subspace of φ ∈ Γ (X ,F ) consisting of global sections with compact
support. We have maps C∞c (X )⊗ Γc(X ,F )→ Γc(X ,F ) so that Γc(X ,F ) is equipped with a
structure of C∞c (X )-module.

Proposition 5.3. The functorM 7→ M = Γc(X ,M ) defines an equivalence between the category
Sh(X ) of sheaves of C-modules on X and the category of nondegenerate C∞c (X )-modules.
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Proof. For every φ ∈ M = Γc(X ,M ), there exists a compact open subset U of X such that
the support of φ is contained in U . In this case we have eUφ = φ. We infer that M is a
nondegenerate module over A=C∞c (X ).

Conversely, if M is a nondegenerate module over A, for every open compact open subset C
of X , we set Γ (C ,M ) = eC M . For an arbitrary open subset U , we define Γ (U ,M ) by Formula
(5.5). We claim that the presheaf U 7→ Γ (U ,M ) is a sheaf i.e it satisfies the equalizer property
(5.1). Because every open subset of X is a union of compact open subsets, it is enough to
check (5.1) in the case U is a compact open subset covered by a family of compact open
subsets. By compactness, it is enough to restrict ourselves to the case of a compact open
subset covered by a finite family of compact open subsets. By subdivision, it is in fact enough
to restrict ourselves further to the case of a compact open subset U covered by a finite disjoint
union of compact open subset U1, . . . , Un. If eU and eUi

denote the characteristic functions of
U and Ui respectively, then eU , eUi

are idempotents elements of C∞(X ) satisfying eUi
eU j
= 0

for i 6= j and eU = eU1
+ · · ·+ eUn

. Now the equalizer property (5.1) is reduced to the equality

eU M = eU1
M ⊕ · · · ⊕ eUn

M , (5.6)

which is a particular case of the Chinese remainder theorem.

Operations on td-sheaves

If f : X → Y is a continuous map between td-spaces, and F is a sheaf over X , we define its
direct image f∗F by

f∗F (U) =F ( f −1(U)) (5.7)

for all compact open subset U of Y . The functor U 7→ f∗F (U) satisfies the equalizer equation
(5.1): the equalizer equation for f∗F with respect to the covering

⊔

α∈αU
Uα→ U is identical

to the equalizer equation for F with respect to the covering
⊔

α∈αU
f −1(Uα)→ f −1(U). The

operation F 7→ f∗F defines a functor f∗ : ShX → ShY from the category of sheaves on X to
the category of sheaves on Y . For instant, if Y is a point, then for every sheaf F on X , f∗F
consists in the vector space Γ (X ,F ) =F (X ).

If f : X → Y is a continuous map between td-spaces, and if G is a sheaf on Y , we define
f ∗G to be the sheaf associated to the presheaf f βG assigning to every open subset U of X
the inductive limit of G (V ) for V ranging over all open subsets of Y such that f (U) ⊂ V . The
operation G 7→ f ∗G defines a functor f∗ : ShY → ShX from the category of sheaves on Y to
the category of sheaves on X . For instant, if Y is a point, G = C is the constant sheaf on Y
of value C, then f βC is the constant presheaf U 7→ f βG (U) = C. Its associated sheaf f ∗C is
then the sheaf C∞X of smooth functions on X .

If f : X → Y is a continuous map of td-spaces, the functors f ∗ and f∗ form a pair of
adjoint functors, f ∗ being a left adjoint to f∗. For instant, if Y is just a point, G = C is the
constant sheaf of value C on Y , f ∗C is the sheaf of C∞X of smooth functions on X and f∗ f ∗C
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is the space C∞(X ) of all smooth functions on X , the adjunction map C→ f∗ f ∗C=C∞(X )
consists in the inclusion of the space of constant functions in the space of all smooth functions
on X .

Proposition 5.4. Let f : X → Y is a continuous map between td-spaces. Then there exists an
isomorphism of functors from Shop

X × ShY to VecC:

HomShX
( f ∗G ,F ) = HomShY

(G , f∗F ) (5.8)

In other words, the functor f ∗ : ShY → ShX is a left adjoint to the functor f∗ : ShX → ShY .

Proof. First, we define a morphism of functors f ∗ f∗ → idShX
from ShX to VecC i.e. a map

f ∗ f∗F → F depending functorially on F . Since f ∗G is the sheaf to the presheaf f βG , it
is equivalent to define a morphism of sheaves f ∗ f∗F → F or a morphism of presheaves
f β f∗F → F . By definition f ∗ f∗F is the sheaf associated to the presheaf f β assigning to
every open subset U of X the inductive limit of f∗F (V ) = F ( f −1(V )) on open subsets V of
Y such that f (U) ⊂ V or equivalently U ⊂ f −1(V ). For every such V , we have the restriction
map F ( f −1(V ))→F (U) that can be organized in a compatible system giving rise to a map
( fβ f ∗F )(U)→F (U) depending functorially on U .

Second, we define a morphism of functors idShY
→ f∗ f ∗ from ShY to VecC i.e. a map G →

f∗ f ∗G depending functorially on G . For every open subset V of Y we have ( f∗ f ∗G )(V ) =
( f ∗G )( f −1(V )). For f ∗G is the sheaf associated to the presheaf f β , there is a canonical map
f βG ( f −1(V )) → f ∗G ( f −1(V )). From the very definition of f β , we have f βG ( f −1(V )) =
G (V ) for every open subset V of Y . We infer a mapG (V )→ f∗ f ∗G (V ) depending functorially
on V .

If F is a sheaf of C-vector spaces on X , we define f!F to be the sheaf of C-vector spaces
on Y such that for all open subset U of Y , f!F (U) is the subspace of F ( f −1(U)) consisting
of section whose support is proper over Y .

If the fibers of f : X → Y are discrete, the functors f! and f ∗ form a pair ,of adjoint
functors, f! being a left adjoint to f ∗. For instant if Y is a point, X is a discrete space, G = C
is the constant sheaf of value C on Y , then f ∗C is the sheaf of all functions X → C, f! f ∗C
is the space of functions φ : X → C of finite support, and the adjunction map f! f ∗C → C
assigns to each function φ : X → C of finite support the number

∑

x∈X φ(x).

Proposition 5.5. Let f : X → Y be a continuous map of td-spaces with discrete fibers. Then
there is a isomorphism of functors from Shop

X × ShY to C:

HomShY
( f!F ,G ) = HomShX

(F , f ∗G ). (5.9)

In other words, f! is a left adjoint to f ∗.

Proof.
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Base change and excision

The operations f ∗ and f! have convenient description fiberwise.

Proposition 5.6. Let f : X → Y be a continuous map of td-spaces. For every sheaf G on
Y , and x ∈ X , we have ( f ∗G )x = G f (x). For every sheaf F on X , and y ∈ Y , we have
( f!F )y = Γc( f −1(y),F ).

Proof. LetG is a sheaf on Y , x ∈ X and y = f (x). The fiber of f ∗G at x is the same as the fiber
of the presheaf f βG . Now, the fiber of f βG at x is the limit inductive ofF βG (U , V ) = G (V )
over all pairs (U , V ) consisting of a neighborhood U of x and an open neighborhood V of y
such that f (U) ⊂ V . SinceF βG (U , V ) only depends on V , the limit doesn’t change when we
restrict to the subsystem consists in pairs (U , V )where U = f −1(V ), and V is a neighborhood
of y . The limit on this subsystem is by definition Gy .

Now let F be a sheaf on X , y ∈ Y and X y = f −1(y) is the fiber of f over y . We
want to prove that there exists an isomorphism between the fiber ( f!F )y of f!F at y and
Γc(X y ,F|X y

).
Let U be a neighborhood of y and φ a section φ ∈ Γ ( f −1(U),F ) whose support Cφ is

proper over Y . Restricting to X y , the section φ|X y
∈ Γ (X y ,F ) has compact support Cφ ∩ X y .

We infer a map Γ (U , f!F )→ Γc(X y ,F|X y
), and by passing to the inductive limit, we have a

map
lim−→

U

Γ (U , f!F )→ Γc(X y ,F|X y
) (5.10)

which depends functorially on F .
Pick a section φ ∈ Γ ( f −1(U),F ) such that φ|X y

= 0. Then we have Cφ ∩ X y where Cφ is
the support of φ. As Cφ is proper over U , its image f (Cφ) is a closed subset of U that doesn’t
contain y . It follows that the restriction on φ to f −1(U− f (Cφ)) vanishes, and a fortiori, the
image of φ in lim−→U

Γ (U , f!F ) must also vanish. We infer that (5.10) is injective.
Pick a section ψ ∈ Γc(X y ,F|X y

) of F|X y
with compact support Cψ. As a global section

of F|X y
, there exists an open subset V of X containing X y and a section ψV ∈ Γ (V,F ) such

that ψV |X y
= ψ. For every point x ∈ Cψ in the support Cψ of ψ, there exists a compact

open neighborhood Kx ⊂ V of x in V . Because Cψ is compact, there are finitely many points
x1, . . . , xn such that Cψ ⊂ Kx1

∪ · · · ∪ Kxn
= K ⊂ V . Let ψK = ψV |K and ψX ∈ Γc(X ,F ) the

global section obtained by extending ψK by zero. As the support ψX is compact, a fortiori
proper over Y , we obtain a section ψX ∈ Γ (Y, f!F ) whose restriction to X y is ψ. It follows
that (5.10) is surjective.

Proposition 5.7. The base change theorem for proper morphism is satisfied for sheaves over
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td-spaces: for every continuous map f : X → Y a g : Y ′→ Y , and the cartesian diagram:

X ′ X

Y ′ Y

g ′

f ′ f

g

(5.11)

we have an isomorphism g∗ f!F = f ′! g ′∗F depending functorially on F .

Proof.

Proposition 5.8. Let X be a td-space, Y a closed subset of X , and U its complement which is an
open subset. Let i : Y → X and j : U → X denote the inclusion maps. For every td-sheaf F on
X , we have the excision exact sequence

0→ j! j∗F →F → i!i
∗F → 0 (5.12)

depending functorially onF . By applying the functorM 7→ Γc(X ,M ), we get the exact sequence

0→ Γc(U ,F )→ Γc(X ,F )→ Γc(Y,F|Y )→ 0 (5.13)

also depending functorially on F .

Proof.

Equivariant sheaves

Let G be a td-group acting on a td-space X . The action map is given by a map α : G ×
X → X that we may simply write as α(g, x) = g−1 x for the notation saving purposes. A G-
equivariant sheaf on X is a sheaf F on C-vector spaces on X equipped with an isomorphism
αF : α∗F → pr∗XF satisfying a certain cocycle equation. Fiberwise, αF is consists of a
collection of isomorphisms

αF (g, x) :Fg−1 x →Fx (5.14)

depending on (g, x), and the cocycle equation is

αF (g, x) ◦αF (h, g−1 x) = αF (gh, x) (5.15)

as an isomorphism Fh−1 g−1 x → Fx . In particular, if g = eG is the neutral element of G,
α(eG , x) is the identity of Fx .

Proposition 5.9. Over a point X = {x}, there is an equivalence between the category of G-
equivariant sheaves on {x} and the category of smooth representations of G defined byF 7→Fx .
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Proof. LetF be a G-equivariant sheaf on X = {x}. For every g ∈ G, we haveFg−1 x =Fx and
hence α(g, x) defines a C-linear automorphism of Fx . The cocycle equation (5.15) implies
that g 7→ α(g, x) defines a homomorphism of groups ρ : G → GL(Fx). For the fiber of the
morphism of td-sheaves αF : α∗F → pr∗XF over eG ∈ G is identity, so that αF is identity on
a neighborhood of eG . It follows that ρ is smooth.

If ρ : G → GL(Fx) is a smooth representation, we can just reverse the above process to
obtain a G-equivariant structure on the constant sheaf over X = {x} of fiber Fx .

Proposition 5.10. Let X and Y be td-spaces acted on by a td-group G and f : X → Y a G-
equivariant map.

If F is a G-equivariant sheaf on Y then f ∗F is a G-equivariant sheaf on X . On the other
hand, ifF is a G-equivariant sheaf on X , then f!F is a G equivariant sheaf on Y by the proper
base change theorem 5.8. In particular, if F is a G-equivariant sheaf on X , then Γc(X ,F ) is
a smooth representation of G.

Proposition 5.11. Let X be a td-space acted on by a td-group G. Let F be a G-equivariant
sheaf. Then Γ (X ,F ) is a (continuous) representation, and Γc(X ,F ) is a smooth representation
of G.

Proof.

Restriction and induction

Let G be a td-group. If H is a closed subgroup of a td-group G, then H is also a td-group. If
(π, V ) is a smooth representation of G then the restriction of π to a closed subgroup H of G
is also a smooth representation. Indeed, for every v ∈ V , if the the function g 7→ π(g)v is
smooth, then so is its restriction to H. The restriction defines an exact functor

ResH
G : Rep(G)→ Rep(H). (5.16)

The functor ResH
G is additive and exact because it does not alter the vector space underlying

the representations.
We will construct the right adjoint

IndG
H : Rep(H)→ Rep(G) (5.17)

to the restriction functor (5.16). The functor IndG
H will also be additive and exact.

Let (σ, Vσ) be a smooth representation of H. We consider the space βIndG
H(Vσ)

3 of all
smooth functions f : G→ Vσ satisfying f (hg) = σ(h) f (g). The group G acts on βIndG

H(Vσ)
by right translation. For this representation of G is not smooth in general, we define IndG

H(Vσ)

3In this sentence, the letter β has the similar meaning to the β in software’s β-release.
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to be the subspace of smooth vectors in βIndG
H(Vσ) with respect to the action of G by right

translation, and IndG
H(σ) the smooth representation of G on IndG

H(Vσ). For instant, if H =
{eG} is the trivial group, C is the trivial representation of H, then βIndG

H = C
∞(G) is the

space of all smooth functions on G, and IndG
H(C) is the subspace of C∞(G) consisting of

smooth functions on G that are smooth vectors with respect to the right translation of G.
That subspace, denoted by C∞(G)sm(rG) was described by the formula (2.5).

Proposition 5.12 (Frobenius reciprocity). If H is a closed subgroup of a td-group G, there
is a natural isomorphism of functors from the category Rep(G)op × Rep(H) to the category of
C-vector spaces VecC

HomH(ResH
G (π),σ) = HomG(π, IndG

H(σ)). (5.18)

In other words, IndG
H(σ) is a right adjoint to ResH

G .

Proof. We will first construct a map ε(Vσ) : ResH
G IndG

H(Vσ)→ Vσ depending functorially on
representation (σ, Vσ) of H. As βIndG

H(Vσ) consists of all smooth functions f : G → Vσ
satisfying f (hg) = σ(h) f (g), we have a map βIndG

H(Vσ) → Vσ by assigning to f its value
f (eG) ∈ Vσ. This map is H-equivariant. By restricting it to IndG

H(Vσ), we obtained the desired
map ε(Vσ) : ResH

G IndG
H(Vσ)→ Vσ.

Next we construct a map η(Vπ) : Vπ→ IndG
HResH

G (Vπ) depending functorially on represen-
tation (π, Vπ) of G. It is enough to construct a functorial map Vπ→ βIndG

HResH
G (Vπ) because

as all vectors in Vπ are smooth, that map would necessarily factorize through IndG
HResH

G (Vπ).
Now for every v ∈ Vπ, we define a function f : G→ Vπ be setting g 7→ π(g)v.

In order to prove that IndG
H is the right adjoint to ResH

G , it remains only to check that the
composition maps

ResH
G (Vπ)

ResH
G (η(Vπ))
−−−−−→ ResH

G IndG
HResH

G (Vπ)
ε(ResH

G (Vπ))
−−−−−→ ResH

G (Vπ) (5.19)

and

IndG
H(Vσ)

η(IndG
H (Vσ))

−−−−−→ IndG
HResH

G IndG
H(Vσ)

Ind(ε(Vσ))
−−−−−→ IndG

H(Vσ) (5.20)

are identity maps, see [MacLane]. This can achieve this by chasing through the definitions
of ε and η.

There is a variation on the induction theme. If H is a closed subgroup of a td-group G,
compact induction is an additive and exact functor

cIndG
H : Rep(H)→ Rep(G). (5.21)

If (σ, Vσ) is a smooth representation of H, we have defined βInd(Vσ) to be the space of all
smooth functions f : G → Vσ such that f (hg) = σ(h) f (g) for all h ∈ H and g ∈ G. We
define cIndG

H(Vσ) to be the subspace of βInd(Vσ) consisting of functions f : G → Vσ such
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that there exists a compact open set C such that f is supported in HC . This space is clearly
stable under the right translation of G. We have the inclusions

cIndG
H(Vσ) ⊂ IndG

H(Vσ) ⊂ βIndG
H(Vσ). (5.22)

In other words, the representation of G on cIndG
H(Vσ) is smooth, and we denote it by cIndG

H(σ).
For instant, if H = {eG} then the compact induction cIndG

H(C) of the trivial representation is
the space C∞c (G) of smooth functions with compact support.

To establish the inclusion cIndG
H(Vσ) ⊂ IndG

H(Vσ), we will show that if φ ∈ cIndG
H(Vσ),

then φ is a smooth vector of βIndG
H(Vσ) with respect to the right translation of G. For every

x ∈ X , there exists an open compact subgroup Kx of G such that φ is constant on xKx . As
the support of φ is compact modulo the left action of H, there exists finitely many x1, . . . , xn
such that the support of φ is contained in H(

⋃n
i=1 x iKx i

). It follows that φ is invariant under
the right translation of the compact open subgroup K =

⋂n
i=1 Kx i

.
In the case H is an open subgroup of G then cIndG

H is a left adjoint to the functor of
restriction (5.16):

Proposition 5.13. If H is an open subgroup of a td-group G, then there is a natural isomorphism
of functors from Rep(H)op ×Rep(G) to VecC

HomG(cIndG
H(σ),π) = HomH(σ, ResH

Gπ). (5.23)

In other words, cIndG
H is a left adjoint to ResH

G .

Proof. Since H is an open subgroup of G, H\G is a discrete set. We choose a set of repre-
sentatives {x i|i ∈ I} ⊂ G of left H-cosets in G. For every smooth representation σ of H, an
element φ ∈ cIndG

H(Vσ) is a smooth function φ : G→ Vσ of compact support modulo H act-
ing on the left, and satisfying φ(hg) = σ(h)φ(g). The condition φ(hg) = σ(h)φ(g) implies
that φ is completely determined by the values φ(x i), and the condition of compact support
implies that φ(x i) = 0 for all but finitely many x i . Conversely, as H\G is a discrete, every
function {x i|i ∈ I} → C, which is zero away from a finite set, gives rise to a unique function
φ ∈ cIndG

H(Vσ).
First, we define a G-linear map ε : cIndG

HResH
G (Vπ) → Vπ depending functorially on π.

For every φ ∈ cIndG
HResH

G (π) we set

ε(φ) =
∑

i

π(x i)
−1φ(x i) ∈ Vπ.

This is a finite sum as φ(x i) = 0 for all but finitely many x i . Moreover, this sum does not
depend on the choice of representatives x i . Indeed If x ′i = hx i for some h ∈ H, then we have

π(x ′i)
−1φ(x ′i) = π(x

′
i)
−1π(h)−1π(h)φ(x ′i) = π(x i)

−1φ(x i).
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We can also check that φ 7→ ε(φ) is G-linear.
Next, we define a functorial H-linear map η(σ) : σ→ ResH

G (cIndG
H(σ)). Recall that the

representation cIndG
H(σ) consists in the vector space cIndG

H(Vσ) of smooth functions φ : G→
Vσ of compact support modulo H acting on the left, and satisfying φ(hg) = σ(h)φ(g), with
G acting by the right translation. With every v ∈ Vσ, we can associate the unique smooth
φv ∈ cIndG

H(Vσ) such that φv(eG) = v and φv(g) = 0 if v /∈ H.
An easy calculation shows thatη and ε establish the adjoint property between the functors

cIndG
H and ResH

G .

Sheaf theoretic induction

Shift theoretic descriptions of the functors restriction, induction an induction with compact
support would be completely straightforward if we have in our disposition a theory of td-
stack, sheaves on td--stacks with usual operations. For developing a full fledged theory of
td-stacks would implicate too much digressions for the scope of this document, we will simply
attempt to figure out how to the functors restriction, induction, and induction with compact
support, along with their properties of adjunction would naturally fit in such a theory.

As in Prop. 5.9, the category of smooth representations of G is equivalent to the category
of G-equivariant sheaf over a point with respect to the trivial action of G. We will imagine
that the quotient BG of the point by the trivial action of G exists in the theory of td-stacks
so that the category of sheaves on BG is equivalent to the category of G-equivariant sheaves
over a point and thus also equivalent to the category of smooth representations of G.

If H is a closed subgroup of G, the we would have a morphism f : BH → BG. Following
this thread, the functor ResG

H would correspond to the functor f ∗, the functor IndG
H would

correspond to the functor f∗ and the functor cIndG
H would correspond to the functor f!. The

Frobenius reciprocity i.e. the adjunction of the pair (ResH
G , IndG

H) as in Prop. 5.12 would then
correspond to the adjunction of the pair as in Prop. 5.4. In the case H is an open subgroup i.e.
H\G is discrete, the adjunction of the pair (cIndG

H , ResH
G ) as in Prop. 5.13 would correspond

to the adjunction of the pair ( f!, f∗) as Prop. 5.5.
To circumvent the theory of td-stacks, we will use the following property of descent.

Proposition 5.14. Let f : X → Y be a G-torsor. Then there exists an equivalence between the
category of G-equivariant td-sheaves on X and the category of td-sheaves on Y .

Proof. If G is a td-sheaf on Y , f ∗G is a G-equivariant td-sheaf on X .
Conversely, let F be a G-equivariant sheaf on X . We cover Y by open subsets Uα with

α ∈ αU such that for each α, there exists an isomorphism f −1(Uα) = G × Uα. For each
α ∈ αU , we choose a section sα : Uα → f −1(Uα). For α,β ∈ αU , and Uαβ = Uα ∩ Uβ , there
exists a unique map

γβα : Uαβ → G such that γβαsβ |Uαβ = sα|Uαβ (5.24)

We construct a sheaf G on Y by the following requirements:
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- on each Uα, we set G|Uα = s∗αF ;

- on Uαβ , we glue the restrictions of s∗αF and s∗
β
F by means of the equation (5.24) and

the G-equivariant structure of F .

One can check that the sheaf G constructed as above doesn’t depend neither on the open
covering Uα, nor on the choice of sections sα, by the usual refining covering argument.

We now consider the Cartesian diagram

H\G pt

BH BG

f ′

g ′ g

f

(5.25)

where the map g ′ : H\G→ BH corresponds to the H-torsor G→ H\G. We will now describe
the functors ResG

H , IndG
H and cIndG

H using f ′∗, f ′∗ and f ′! respectively.

Proposition 5.15. There is an equivalence between the category of smooth representations of
H and the category of G-equivariant sheaves on H\G where G acts on H\G by right translation.
The equivalence assigns to every smooth representation σ of H a G-equivariant sheaf Vσ on
H\G.

Proof. We consider the cartesian diagram

G H\G

pt BH

h′

pG g ′

h

(5.26)

where pG : G → pt is a G-torsor with respect to the right translation of G on it self and
h′ : G→ H\G is a H-torsor after Prop. 2.4. We won’t use the right left corner of the diagram
except for memory.

Let (σ, Vσ) be a smooth representation of H. After Prop. 5.9, (σ, Vσ) defines a H-
equivariant sheaf on the point {1}. As the map pG : G→ {1} is obviously H × G-equivariant
with respect to action of H × G on G, p∗GVσ is equipped with a H × G-equivariant structure.
By Prop. 2.5, p∗GVσ descends to a G-equivariant sheaf Vσ on H\G which depends functorially
on σ. This gives rise to a functor from the category of smooth representations of H to the
category of G-equivariant sheaves on H\G.

Inversely, if V is a G-equivariant sheaf on H × G, h′∗V is a H × G-equivariant sheaf
on G. By Prop. 2.5, h′∗V descends to a H-equivariant sheaf over the point, thus a smooth
representation of H. We have defined a functor from the category of G-equivariant sheaves on
H\G to the category of smooth representations of H. The two functors we have constructed
are inverse of each other.
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For every smooth representation σ of H, we can easily check upon the definitions of IndG
H

and cIndG
H that the equalities

cIndG
H(σ) = Γc(H\G,Vσ) and IndG

H(σ) = Γ (H\G,Vσ)sm.

holds. Moreover, the Frobenius reciprocity (Prop. 5.12) and the adjunction property of cIndG
H

in the case H is an open subgroup can be derived from Prop. 5.4 and Prop. 5.5.

Invariant measure on homogenous space and the canonical pairing

The construction of invariant measure on homogenous space is based on the following fact.

Proposition 5.16. Let G be a unimodular td-group, and H a closed subgroup of G. Let χ : H →
C× be a smooth character and µH,χ a nonzero vector of D(H)l(H,χ). Then the mapφ 7→ µH,χ ?φ

defines a surjective G-equivariant map C∞c (G)→ cIndG
H(χ) with respect to the action of G on

C∞c (G) by right translation.

Proof. For every φ ∈ C∞c (G) and h ∈ H we have

δh ? µH,χ ?φ = χ(h)(µH,χ ?φ). (5.27)

On the other hand, µH,∆H
?φ is compactly supported modulo the left action of H by its very

construction. It follows that µH,χ ?φ ∈ cIndG
H(χ).

We claim that φ 7→ µH,χ ?φ defines a surjective map

C∞c (G)→ cIndG
H(χ).

Indeed every vector in cIndG
H(∆H) is represented by a smooth function f : G → C satisfying

δh ? f = χ(h) f which is compactly supported modulo H acting by left translation. There
exists a compact open subgroup K and finitely many elements x1, . . . , xn ∈ G such that

Supp( f ) ⊂
n
⊔

i=1

H x iK . (5.28)

It follows that f is a linear combination of the functions µH,χ ? Ix i K .

Proposition 5.17. Let G be a unimodular td-group, and H a closed subgroup of G. Let ∆H :
H → C× denote the modulus character of H. Then there is a nonzero G-invariant linear form

νG
H : cIndG

H(∆H)→ C (5.29)

depending only on the choice of an invariant measure µG of G.
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Proof. We choose a nonzero element µH,∆H
∈ D(H)l(H,∆H ) a distribution on H such that for

every h ∈ H. We have a map C∞c (G)→ cIndG
H(∆H) given by φ 7→ µH,∆H

?φ.
Now we claim the every left G-invariant linear form µ : C∞c (G)→ C factors through a

linear form νG
H : cIndG

H(∆H)→ C. It is enough to prove that the kernel of the map C∞c (G)→
cIndG

H(∆H) given byφ 7→ µH,∆H
?φ is contained in the kernel of µ, in other words µH,∆H

?φ =
0 implies µ(φ) = 0.

For this purpose we consider the bilinear form C∞c (G)⊗C
∞
c (G)→ 0 defined by

〈φ1,φ2〉= µ(φ1φ2). (5.30)

Let φ1 ∈ C∞c (G) such that µH,∆H
?φ1 = 0. For all φ2 ∈ C∞c (G), we have

〈µH,∆H
?φ1,φ2〉= 〈φ1, µ̌H,∆H

?φ2〉. (5.31)

where µH = µ̌H,∆H
is a left invariant measure on H, see (3.24). Since φ 7→ µH ◦φ defines

a surjective map C∞c (G) → cIndG
H(1), there exists φ2 ∈ C∞c (G) such that µH ◦ φ2 is the

characteristic function of HC where C is a compact open subset containing the support of
φ1. In this case, we have

〈φ1,µH ?φ2〉= µ(φ1). (5.32)

Thus we have derived µ(φ1) = 0 from µH,∆H
?φ1 = 0.

Now we have constructed a linear map νG
H : cIndG

H(∆H) → C such that for every φ ∈
C∞c (G) we have µ(φ) = νG

H(µH,∆H
? φ). We claim that νG

H is G-invariant. For every f ∈
cIndG

H(∆H), there exists φ ∈ C∞G such that f = µH,∆H
?φ. For every g ∈ G, we have indeed

νG
H(µH,∆H

?φ ? δg) = µ(φ ?δg) = µ(φ) = ν
G
H(µH,∆H

?φ).

In the above equalities, we have exploited the assumption G being unimodular i.e. the left
invariant measure µ is also right invariant.

Proposition 5.18. Let G be a unimodular td-group, and H a closed subgroup of G. For every
smooth representation (σ, V ) of H with contragredient (σ′, V ′), there is a nonzero G-invariant
bilinear form

cIndG
H(σ)⊗ IndG

H(σ
′ ⊗∆H)→ C (5.33)

depending only on the choice of an invariant measure µG of µ. Moreover, this pairing induces
an isomorphism between IndG

H(σ
′ ⊗∆H) and the contragredient of cIndG

H(σ).

Proof. We use the canonical pairing cIndG
H(σ)⊗ IndG

H(σ
′⊗∆H)→ cIndG

H(∆H) and apply the
previous proposition to obtain (5.33).

In order to prove that the contragredient of cIndG
H(σ) and IndG

H(σ
′⊗∆H), we will prove

that for every compact open subgroup K of G, we have

Hom(cIndG
H(σ)

K ,C) = IndG
H(σ

′ ⊗∆H)
K . (5.34)
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For this we decompose X = H\G into orbits X =
⊔

α∈αX
Xα under the action of K by trans-

lation. Each orbit Xα is a compact open subset of X . For each α ∈ αX , the map cIndG
H(σ)⊗

IndG
H(σ

′ ⊗∆H)→ cIndG
H(∆H ,Vσ) induces a pairing

Γ (Xα,Vσ)⊗ Γ (Xα,Vσ′⊗∆H
)→ Γ (Xα,V∆H

)→ C (5.35)

... (to be completed)

Induction from an open subgroup

Proposition 5.19. Let G be a td-group and H an open subgroup of G. For every smooth rep-
resentation σ of H, EndG(cIndG

H(σ)) can be identified with the space H (G,σ) of spherical
functions i.e smooth functions φ : G→ EndC(Vσ) satisfying

1. φ(hgh′) = σ(h)φ(g)σ(h′) for all h, h′ ∈ H and g ∈ G,

2. Supp(φ) is a finite union of H-double cosets.

Proof. As a particular case of Proposition 5.13, we have

HomG(cIndG
H(σ), cIndG

H(σ)) = HomH(σ, ResH
G cIndG

H(σ)).

Proposition 5.20 (Mautner). Let G be a td-group, and H an open subgroup of G which is
compact modulo the center of G. Let σ be a smooth representation of H such that cIndG

H(σ) is
irreducible. Then the representation cIndG

H(σ) is a compact modulo the center.

Proof.

Bibliographical comments

The concept of td-sheaves has been introduced by Bernstein and Zelevinski in [2] . We follow
the presentation of [1].

6 Structure of p-adic reductive groups

The purpose of this section is to recall some basic facts on split reductive groups G over
a nonarchimedean local field. Various double coset decompositions will be stated for an
arbitrary split reductive groups. For classical groups, these facts can be proved by means of
elementary linear algebras. We will do it only in the case of GLn as uniform proofs will be
provided in a later section.

63



Structure of p-adic reductive groups

Root datum

We first recall how to construct root data out of a reductive group over an algebraically closed
field. Let G be a reductive group over an algebraically closed field k. Let T be a maximal
torus of G, Λ= Hom(T,Gm) and Λ∨ = Hom(T,Gm). The adjoint action of G on its Lie algebra
g, when restricted to T, gives rise to a decomposition of g as a direct sum of eigenspaces

g= t⊕
⊕

α∈Φ
gα (6.1)

where Φ is a finite set of Λ∨ − {0}, the set of roots of G. For every α ∈ Φ, the eigenspace gα
consisting of vector x ∈ g such that ad(t)x = α(t)x , is one dimensional. The eigenspace for
the trivial character of T coincides with its Lie algebra t.

If B+ is a Borel subgroup containing T , b its Lie algebra, then

b+ = t⊕
⊕

α∈Φ+

gα (6.2)

where Φ+ is a subset of Φ such that for every α ∈ Φ, Φ+ ∩ {α,−α} has exactly one element.
The Weyl group W = NorG(T )/T acts simple transitively on the set of Borel subgroups

containing T. The Weyl group is generated by the reflections sα attached to every root α ∈ Φ
given by

sα(x) = x − 〈x ,α〉α∨ ∈W. (6.3)

where α∨ ∈ Φ∨ are the coroots, Φ∨ is a finite subset of Λ in bijection with Φ by α 7→ α∨. We
have 〈α∨,α〉 = 2. For every simple root α ∈ ∆+, sα ∈ W is the unique element of W such
that

sα(Φ
+) = Φ+\{α} ∪ {−α}. (6.4)

For every α ∈ Φ, we define Hα to be the hyperplane of ΛR defines by the linear form
α : ΛR→ R. These hyperplane cuts out ΛR as a union of cones

ΛR =
⊔

C∈C(Φ)

C (6.5)

where each C ∈ C(Φ) is defined by a system (in)equality of the form 〈x ,α〉= 0, or 〈x ,α〉< 0,
or 〈x ,α〉 > 0. We have in particular a cone of maximal dimension defined by 〈x ,α〉 > 0 for
all α ∈ Φ+.

For each cocharater λ : Gm→ T, the induced action of Gm on g gives rise to a decompo-
sition

g= n−λ ⊕mλ ⊕ nλ (6.6)

where n−
λ
=
⊕

〈λ,α〉<0 gα, nλ =
⊕

〈λ,α〉>0 gα and mλ is the maximal subspace of g where Gm
acts trivially. This decomposition of the Lie algebra can be exponentiated to the level of
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group: we have corresponding subgroups N−
λ

,Nλ and Mλ whose Lie algebras are n−
λ

,nλ and
mλ respectively. We will denote Pλ =MλNλ, and P−

λ
=MλN−

λ
.

The parabolic subgroup Pλ only depends on the cone C ∈ C(Φ) in which λ lies. We can
assigns to each C ∈ C(Φ) a parabolic subgroup PC and that assignment defines a bijection
between C(Φ) in (6.5) and the set P (T) of parabolic subgroups containing T. The cones of
maximal dimension correspond to the Borel subgroups containing T. The Weyl group acts
compatibly on C(Φ) and P (T); it acts simply transitively on the set of cones of maximal
dimension as well as the set of Borel subgroups containing T.

The setP (T) of subgroups of the form Pλ is the finite set of parabolic group containing T.
For every P ∈ P (T), and P = Pλ for some λ ∈ Λ, then P−

λ
is then independent of the choice of

λ. We will denote it P−, the opposite parabolic of P ∈ P (T). The opposite parabolic defines
an involution of the finite set P (T).

Given a choice of B+ ∈B(T), we define a partial order in Λ: we say that λ≥ λ′ if

λ= λ′ +
∑

α∈∆+
nαα

∨ (6.7)

where nα are nonnegative integers. We call it the coroot partial order.
We note that the abelian group generated by the coroots α∨ is more often than not a

strict subgroup of Λ so that the relation λ ≥ λ′ implies that λ and λ′ have the same image
in Λ/

∑

α∈Φ Zα∨. The latter is called the the algebraic fundamental group of G, it vanishes if
G is simply connected.

Galois action on root datum

We are now considering a reductive group G over a non algebraically closed field F . We
assume that G is quasi-split i.e there exists a maximal torus T and a Borel subgroup B+ ∈B(T)
defined over F . Over the algebraic closure F̄ of F , we have the root data defined as in the
precedent subsection (Λ,Λ∨,Φ∨,Φ).

The Galois Γ = Gal(F̄/F) acts on Λ∨, and that action preserves the set of roots Φ, the
set of positive roots Φ+ and the set of simple roots ∆+. It also acts on Λ, preserving the
cone decomposition and the positive chamber C+ corresponding to B+. As W acts simply
transitively on the set of chambers, this induces an action of Γ on W so that the action of W
and Γ on Λ and Λ∨ combine into an action of the semidirect product W o Γ .

Let ΛF = ΛΓ the subgroup of elements of Λ that fixed under the action of Γ . It is the
group of cocharacters of the maximal split torus A of T

ΛF = HomF (Gm,T) = HomF̄ (Gm,A) (6.8)

The coroot partial order on Λ induces a partial order on on ΛF . Let us denote ΛF,R = ΛF ⊗R
and Λ∨F,R its dual vector space. For every α ∈ Φ, we denote αF its image in Λ∨F,R, and we
denote ΦF the image of the root system in that vector space.
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For every αF ∈ ΦF , the preimage in Φ is a Γ -orbit. The finite set ΦF ⊂ Λ∨F,R is called the
relative root system. It defines a cone decomposition in ΛF,R

ΛF,R =
⊔

CF∈C(ΦF )

CF .

This is obviously the induced cone decomposition (6.5) on the subspace ΛF,R. There is a
canonical bijection between C∞(ΦF ) and the set of parabolic subgroups P containing the
centralizer LA of A. These parabolic subgroups are all defined over F .

Bruhat decomposition

Let G be split reductive group over k. By choosing a representative ẇ ∈ NG(T ) for each
w ∈W , we have a stratification of G into a union of locally closed subset:

G =
⊔

w∈W
BẇB (6.9)

where BẇB/B is isomorphic to an affine space A`(w) of dimension `(w) where ` : W → N
is the length function. The orbit corresponding to the longest element w0 ∈ W is the open
orbit.

We have a similar decomposition

G =
⊔

w∈W
BẇB− (6.10)

of G in to (B × B−)-orbits. The orbit U corresponding to the unit element eW of W is the
open orbit. This orbit is isomorphic to N × T × N− as an algebraic variety. In other words,
the morphism

N × T × N−→ G (6.11)

defined by (n, t, n−) 7→ ntn− induces an isomorphism from N × T × N− on the open subset
U of G.

More generally, for all parabolic subgroups P,Q containing T , we have a decomposition

G =
⊔

w∈WP\W/WQ

PẇQ (6.12)

where we have to choose a representative of each WP ×WQ-orbit in W .
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Iwahori factorization

The morphism (6.11): N×T×N−→ G induces an isomorphism from N ×T ×N− to a Zariski
open neighborhood U of eG . Although (6.11) is not a homomorphism of group, U is not a
subgroup of G, it induces a factorization of a certain compact open subgroups of G = G(F),
when G is defined over a nonarchimedean local field F . A compact open subgroup K of G is
said to satisfy the Iwahori factorization if the map

(K ∩ N)× (K ∩ T )× (K ∩ N−)→ K (6.13)

induced from (6.11), is a homeomorphism.

Proposition 6.1. Let Q ⊂ B(RF/u
n
F ) be a subgroup of G(RF/u

n
F ). Let K be the subgroup of

G(RF ) defined as the preimage of Q via the reduction modulo un
F homomorphism

G(RF )→ G(RF/u
n
F ). (6.14)

Then K has satisfies the Iwahori factorization (6.13).

Proof. An element g ∈ G(RF ) consists in a morphism g : Spec(RF ) → G. If g ∈ K then its
restriction it maps the closed point of ḡ : Spec(kF ) to B. In particular ḡ factorizes through
the open subset U of G, image of (6.11). It follows that g : Spec(RF )→ G factorizes through
U . We have then a unique factorization g = ntn− where n ∈ N(RF ), t ∈ T(RF ) and n− ∈
N−(RF ) as (6.11) is an isomorphism from N× T×N− on U . By using the uniqueness of the
decomposition, we can prove that n ∈ K ∩ N , t ∈ K ∩ T and n− ∈ K ∩ N−.

Using this proposition, one can easily construct a system of neighborhoods of eG consist-
ing of compact open subgroups

K0 ⊃ K1 ⊃ K2 ⊃ · · · (6.15)

such that:

- for i ≤ j, K j is a normal subgroup of Ki ,

- for each standard parabolic P = MN with opposite parabolic P− = MN−, we have
unique decompositions:

Ki = N−i MiNi = Ni MiN
−
i (6.16)

where Ni = N ∩ Ki , N−i = N− ∩ Ki and Mi = M ∩ Ki .

For instant, if one takes Ki to be the "principal congruence" compact open subgroup defined
as the kernel of G(RF )→ G(RF/u

i
F ), then Ki satisfies the Iwahori factorization for all i > 0.
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The Cartan decomposition

Let F be a non-archimedean local field, RF its ring of integers. We will denote kF the residue
field and choose a generator uF of the maximal ideal of RF . If G is a split reductive group
over F , then it has a reductive model over RF that we will also denote by G. In this case
G = G(F) is a td-group and K= G(O ) is a maximal compact subgroup of G = G(F).

We consider the decomposition of G as union of K × K-orbits. Each K × K-orbit can be
represented by a unique element of the form uλF where uλF ∈ T(F) is the image of uF ∈ F× by
the cocharacter λ : Gm→ T with λ ∈ Λ+. In short, we have the Cartan decomposition:

G =
⊔

λ∈Λ+
KuλF K. (6.17)

In the case G= GLn, the Cartan decomposition is equivalent to the well known theorem of
elementary divisors. In this case, G acts transitively on the set of latticesL ⊂ F n and K is the
stabilizer of the standard lattice L0 = Rn

F . It follows that G/K can be identified with the set
of lattices L ⊂ F n by mapping the coset gK ∈ G/K to the lattice L = gL0. According to the
theorem of elementary divisors, for every lattice L ⊂ Fn, there exists vectors v1, . . . , vn ∈ F n

such that L0 =
⊕n

i=1 viO and L =
⊕n

i=1 uλi
F viO where (λ1 ≥ · · · ≥ λn) is a decreasing

sequence of integers completely determined by L . If u1, . . . , un form the standard basis of
F n, if k ∈ G denotes the base change matrix k(ui) = vi , then k ∈ K as L0 =

⊕n
i=1 viO = kL0

and L = kuλFL0 for λ= (λ1 ≥ · · · ≥ λn) ∈ Λ+.
We will now explain a simple way to determine in which K×K-orbit lies a given element

g ∈ G(F) in the case G = GLn.
First, for G = GL2, a matrix g ∈ G(F) lies in the double coset

g =

�

a b
c d

�

∈ K

�

uλ1
F 0
0 uλ2

F

�

K (6.18)

with λ1 ≥ λ2 if and only if ord(det(g)) = λ1+λ2 and if uλ2
F is the generator of the fractional

ideal of F generated by by the entries a, b, c, d of g.
In general, if g is a nonzero matrix, we will denote

ord(g) =min
i, j
{ord(gi, j)} (6.19)

the order of g being the minimum of the order of its entries. In other words, ord(g) is the
integer such that uord(g)

F is a generator of the fractional ideal of F generated by the entries of
g.

For G = GLn, a matrix g ∈ G(F) lies in the double coset KuλF K for λ= (d1 ≥ · · · ≥ dn) ∈ Λ+

if and only if for every m ∈ {1, . . . , n}, we have

ord(∧m g) = λn−m+1 + · · ·+λn. (6.20)
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The Iwasawa decomposition

Let N denote the unipotent radical of B+, and N = N(F). We consider the decomposition of
G as union of N × K-orbits. Each N × K-orbit contains an unique element of the form uνF for
ν ∈ Λ. In other words, we have the Iwasawa decomposition

G =
⊔

ν∈Λ
NuνF K. (6.21)

We will explain an elementary way to determine in which N ×K-orbit lies a given matrix
g ∈ G where G = GLn the group of all linear transformations of a vector space V given with
a basis e1, . . . , en. The Borel subgroup B+ is the stabilizer of the standard flag

0= V0 ⊂ Vi ⊂ · · · ⊂ · · ·Vn = V (6.22)

where Vi is the subvector space generated by the first vectors e1, . . . , ei in the standard basis.
An element g ∈ G belongs to NuνF K if and only if the lattice V = gV0 satisfies the condition

7 Parabolic inductions and cuspidal representations

Let G be a linear algebraic group over a F . If P is a parabolic subgroup of G then G/P is
a projective variety. If F is a nonarchimedean local field, we know by Proposition 1.2 that
(G/P)(P) is a compact td-space. Since (G/P)(P) = G(F)/P(F), the quotient G(F)/P(F) is
a compact td-space. In this section, we will study induced representations from parabolic
subgroups.

Finiteness of parabolic induction

Let G be a td-group, H a closed subgroup of G and X = H\G. For every smooth representation
(σ, Vσ) of H, we have defined in Prop. 5.15 a G-equivariant sheaf Vσ on X such that

cIndG
H(σ) = Γc(X ,Vσ) and IndG

H(σ) = Γ (X ,Vσ)sm. (7.1)

If X is assumed to be compact then Γc(X ,Vσ) = Γ (X ,Vσ). In particular Γ (X ,Vσ) is a smooth
representation of G and we have cIndG

H(σ) = IndG
H(σ). The compactness of H\G guarantees

different finiteness properties of the induced representation.

Proposition 7.1. Let G be a unimodular td-group and H a closed subgroup of G such that H\G
is compact.

1. If (σ, Vσ) if a finitely generated smooth representation of H, then IndG
H(σ) is a finitely

generated smooth representation of G.
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2. If (σ, Vσ) is an admissible representation of H, then IndG
H(σ) is an admissible represen-

tation of G.

Proof. Let K be a compact open subgroup of G. We decompose X as a disjoint union X =
⊔

α∈αX
Xα of orbits of K which are compact open subsets of X . As X is compact, the set of

orbits αX is finite. For every α ∈ αX , we choose a representative xα is the corresponding
H × Kα double coset in G. Then we have

IndG
H(σ)

K = Γ (X ,Vσ)K =
⊕

α∈αX

Γ (Xα,Vσ)K =
⊕

α∈αX

V
H∩xαK x−1

α
σ . (7.2)

Each summand V
H∩xαK x−1

α
σ is finite dimensional as σ is admissible, their direct sum is finite

dimensional. Therefore IndG
H(σ) is admissible.

Normalized parabolic induction

Let G = G(F) be a reductive p-adic group, P a standard parabolic subgroup of G, and P = MN
its Levi decomposition where N the unipotent radical of P and M its standard Levi factor. We
define the normalized parabolic induction functor iG

M : Rep(M)→ Rep(G) by the formula

iG
M (σ) = IndG

P (InfP
M (σ)⊗∆

1/2
P ) (7.3)

where InfP
M (σ) is the representation of P obtained by inflating the representation σ of M :

for every p = mn ∈ P, we set InfP
M (σ)(p) = σ(m) as a linear transformation of Vσ.

The character ∆1/2
P : P → C× is a square root of the modulus character ∆P : P → C×.

We can make this choice uniform by choosing beforehand a squareroot q1/2 of the cardinal
of the residue field of F . The normalization by a square of the modulus character has the
advantage to commute with the contragredient functor. The following proposition is an
immediate consequence of Prop. 5.33.

Proposition 7.2. if σ′ is the contragredient of σ then iG
M (σ

′) is the contragredient of iG
M (σ).

For normalization by twisting by a character doesn’t affect the finiteness properties of
representations, the following proposition is an immediate consequence of Prop. 7.1.

Proposition 7.3. Ifσ is a finitely generated smooth representation of M, then iG
M (σ) is a finitely

generated smooth representation of G. If σ is an admissible representation of M, then iG
M (σ) is

an admissible representation of G.
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Restriction to parabolic subgroups and Jacquet modules

Let P be a standard parabolic subgroup of G and P = MN its standard Levi decomposition.
The compactness of the quotient P\G also implies a finiteness property of the restriction
functor ResG

P .

Proposition 7.4. The restriction ResP
G(π) of a finitely generated smooth representation π of G

is also finitely generated.

Proof. Let v1, . . . , vn ∈ Vπ be a system of generators of the representation π i.e. the vectors
of the form π(g)vi with i ∈ {1, . . . , n} and g ∈ G generate Vπ as vector space. Let K be a
compact open subgroup of G which fixes v1, . . . , vn. Since P\G is compact, G decomposes as
a finite union of P × K-orbits

G =
m
⊔

j=1

P g jK (7.4)

It follows that the vectors of the form π(p)π(g j)vi generate Vπ as vector space. In other
words, the restriction of π to P is finitely generated.

We already know that ResG
P : RepG → RepP is a left adjoint to the function IndG

P : RepP →
RepG . We will now define the Jacquet functor J M

P : RepP → RepM which is a left adjoint to
the functor InfP

M : RepM → RepP . Let (π, V ) be a smooth representation of P. We define the
Jacquet module J M

P (π) = πN to be representation of M on the maximal quotient of V on
which N acts trivially. In other words,if V (N) is the subspace of V generated by vectors of
the form π(n)v − v with n ∈ N and v ∈ V , then

VN = V/V (N). (7.5)

As P normalizes N , the subspace V (N) is P-stable. The action of P on the quotient VN =
V/V (N) factorizes through M as N acts trivially by construction.

We observe that the functor J M
P : RepP → RepM is a left adjoint to the functor InfP

M :
RepM → RepP . There is indeed an isomorphism of functors from Repop

P ×RepM → VecC :

HomM (J
M
P (π),σ) = HomP(π, InfP

M (σ)). (7.6)

Since N acts trivially on InfP
M (σ) every P-equivariant map Vπ → Vσ factorizes through the

maximal N -invariant quotient Vπ,N and gives rise to a M -equivariant map Vπ,N → Vσ, and
vice versa.

If π is a smooth representation of G, σ a smooth representation of M then we have a
sequence of canonical bijections:

HomM (J
M
P (ResP

G(π)),σ) = HomP(ResP
G(π), InfP

M (σ)) = HomG(π, IndG
P (InfP

M (σ))) (7.7)
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It follows that J M
P ◦ResP

G : RepG → RepM is a left adjoint to the functor IndG
P ◦ InfP

M : RepM →
RepG . We now have a functor rM

G : RepG → RepM which is left adjoint to the normalized

parabolic induction functor iG
M (σ) = IndG

P (InfP
M (σ)⊗∆

1/2
P ). If we set

rM
G (π) = J M

P (ResP
G(π)⊗∆

−1/2
P ) (7.8)

then we have a canonical isomorphism of functors Repop
G ×RepM → VecC:

HomM (r
M
G (π),σ) = HomG(π, iG

M (σ)). (7.9)

In other words, rM
G is a left adjoint to the functor iG

M .

Proposition 7.5. If π is a finitely generated smooth representation of G then rM
G (π) is a finite

generated M-modules.

Proof. If π is a finite generated representation of G, then its restriction ResP
G(π) is a finitely

generated representation of P. For every representation V of P, as VN is the maximal quotient
of V on which N acts trivially, if V is a finitely generated representation of P, then so is VN .
Since N acts trivially on VN , VN is also finitely generated as representation of M . It follows
that if π is a finitely generated smooth representation of G then rM

G (π) is a finite generated
representation of M .

It is also true that if π is an admissible representation of G, then rM
G (π) is an admissible

representation of M . For this inference will require more preparation, we will come back to
it in Prop. 7.12.

Proposition 7.6. Let N be a td-group which is a union of its compact open subgroups

N =
⋃

s∈sN

Ns,

{Ns|s ∈ sN} being the set of compact open subgroups of N. Let (π, V ) be a smooth representation
of N. Let V (N) be the subspace of V generated by vectors of the form π(n)v − v. Then we have

V (N) =
⋃

s∈sN

im(π(eNs
− 1)) =

⋃

s∈sN

ker(π(eNs
)). (7.10)

Proof. Since eNs
∈ Dc(N) is an idempotent element, we have im(π(eNs

− 1)) = ker(π(eNs
)).

It is enough to prove
V (N) ⊂

⋃

s∈sN

ker(π(eNs
))

and
V (N) ⊃

⋃

s∈sN

im(π(eNs
− 1)).
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Let u ∈ V (N), we will prove that u ∈ ker(π(eNs
)) for some large enough compact open

subgroup Ns of N . Since u is a linear combination of vectors of the form π(x)v−v with x ∈ N
and v ∈ V , we can assume u= π(x)v− v. If Ns is a compact open subgroup on N containing
x , then we have

π(eNs
)(π(x)v − v) = π(eNs

? δx − eNs
)v = 0

for eNs
? δx = eNs

in Dc(N).
Now assume u= π(eN1

−1)v for some compact open subgroup N1 of N and vector v ∈ V .
Let N0 be a compact open subgroup of N such that π(eN0

)v = v so that u= π(eN1
−eN0

)v. We
can assume that N0 ⊂ N1. Next, we decompose N1 as disjoint finite union of N0 right cosets
N1 =

⊔

α∈αN1
xαN0 so that

eN1
=

1
#(N1/N0)

∑

α∈αN1

δxα ? eN0
.

It follows that

u=
1

#(N1/N0)

∑

α∈αN1

π(xα)v − v.

In particular, u lies in V (N).

Generators of Hecke algebras

Thanks to Bernstein, we have a convenient description of the Hecke algebra HK(G) under
the assumption that K satisfies the Iwahori factorization.

Let A be a maximal split torus of G, B+ a minimal parabolic subgroup of G containing A,
B+ = T U its Levi decomposition where A is the maximal split torus contained in the center
of M . Let B− = T U− be opposite parabolic. We denote Λ = Hom(Gm, A) and Λ+ the group
of cocharacters λ : Gm→ A such that λ(Gm) acts with only nonnegative exponents on the Lie
algebra of U and with only nonpositive exponents on the Lie algebra of U−.

We recall that a compact open subgroup Ki of G is said to satisfy the Iwahori decompo-
sition if we have the unique decomposition Ki = Ui TiU

−
i where Ui = Ki ∩ U , Ti = K ∩ T and

U−i = Ki ∩ U−. In this case, according to Fubini’s theorem, the identity

eKi
= eUi

? eTi
? eU−i

(7.11)

holds in Dc(G). The essence of the Bernstein presentation consists in construct a large com-
mutative subalgebra ofHK(G).

Proposition 7.7. With notations as above, we denote hλ = eKi
? δuλF

? eKi
for every λ ∈ Λ+.

Then the linear map C[Λ+] given by λ→ hλ is a homomorphism of algebras.
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Proof. For every λ ∈ Λ+, since λ(Gm) acts on Lie(N) with nonnegative exponents, and on
Lie(N−) with nonpositive exponents, we have

uλF Uiu
−λ
F ⊂ Ui and u−λF U−i uλF ⊂ U−i (7.12)

According to (7.11), we have eKi
= eUi

? eTi
? eU−i

. For every λ,λ′ ∈ Λ+, we have

δuλF
? eKi

? δuλ′F
= euλF Uiu

−λ
F
? eTi

? δuλ+λ
′

F
? eu−λ

′
F U−i uλ′F

.

It follows then from (7.12) that

eKi
? δuλF

? eKi
? δuλ′F

? eKi
= eKi

? δuλ+λ
′

F
? eKi

. (7.13)

It follows that λ 7→ hλ defines a homomorphism of algebras hKi
: C[Λ+]→HKi

.

Now we assume G is a split reductive group and K0 = G(RF ) is a maximal compact open
subgroup of G. Then we have the Cartan decomposition

G =
⊔

λ∈Λ+

K0uλF K0 (7.14)

We further assume that Ki is a normal subgroup of K0 and choose a system of representatives

K0 =
⊔

α∈αKi

xαKi =
⊔

α∈αKi

Ki xα. (7.15)

Since xα normalizes Ki we have the commutation relation:

δxα ? eKi
= eKi

? δxα . (7.16)

Proposition 7.8. The elements

eKi
? δxαuλF xβ

? eKi
= δxα ? hλ ? δxβ (7.17)

form a system of generators ofHKi
(G) as α and β range over αKi

and λ ∈ Λ+.

Proof. From (7.14) and (7.15) we infer a decomposition of G as (Ki × Ki)-double cosets:

G =
⋃

α,β∈αKi

⋃

λ∈Λ+

Ki xαuλF xβKi , (7.18)

some double cosets may appear more than once. Up to a nonzero scalar, (7.17) is the unique
Ki × Ki-invariant distribution on the double coset Ki xαuλF xβKi . As α and β range over αKi

and λ ∈ Λ+, they form a system of generators ofHKi
(G).
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Jacquet’s lemmas

We will use Bernstein’s presentation of Hecke algebras to study Jacquet’s module of smooth
representations. Let (π, V ) be a smooth representation of G. Let P = MN the Levi decom-
position of a standard parabolic subgroup of G, P− = MN− the opposite parabolic. Let Ki
be a compact open subgroup of G satisfying the Iwahori factorization Ki = Ni MiN

−
i where

Ni = Ki ∩ N , Mi = Ki ∩ M and N−i = Ki ∩ N−. If (πN , VN ) is the Jacquet module of (π, V )
with respect to P, then we have a map

V Ki → V Mi
N . (7.19)

We will use Bernstein’s presentation of the Hecke algebras HKi
(G) and HMi

(M) to study
this map. In particular we will characterize its kernel and, under the admissible assumption,
prove that it is surjective. The arguments necessary to carry out this work are known as
Jacquet’s lemmas.

We recall that we have defined a homomorphism of algebras hKi
: C[Λ+]→HKi

(G) with

λ 7→ hKi ,λ = eKi
? δuλF

? eKi
. (7.20)

Let ΛM = Hom(Gm, AM ) denote the subgroup of Λ consisting of cocharacter λ : Gm→ A that
factors through the split center AM of M , and

Λ+M = ΛM ∩Λ+. (7.21)

The submonoid Λ+M of Λ is characterized by the property λ(Gm) acts trivially on M and acts
with only nonnegative exponents on the Lie algebra of N . We will denote ΛP the submonoid
of Λ is characterized by the property λ(Gm) acts trivially on M and acts with only positive
exponents on the Lie algebra of N . We know that Λ+M is a closed face of the cone Λ+, and ΛP
is an open face. For the purpose of studying the map (7.19), we will focus on the restriction
of the algebra homomorphism hKi

: C[Λ+]→HKi
(G) to subalgebras C[Λ+M ] and C[ΛP].

We consider the map hMi
: C[Λ+M ]→HMi

(M) given by

λ 7→ hMi ,λ = eMi
? δuλF

? eMi
(7.22)

For the Levi factor M , we have a similar homomorphism

λ 7→ hM ,λ = eMi
? δuλF

= δuλF
? eMi

that defines a homomorphism C[ΛM ]→HMi
(M). This is easy to check because for λ ∈ ΛM ,

uλF lies in the center of M . By restriction, we have a homomorphism of algebras

C[ΛP]→HMi
.
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Proposition 7.9. For every smooth representation (π, V ) of G, the quotient map V → VN
induces for each i ∈ N, a homomorphism of C[ΛP]-modules V Ki → V Mi

N . Here C[ΛP] acts on
V Ki → V Mi

N through λ 7→ hλ and λ 7→ hM ,λ respectively.

Proof. First, to prove that V Ki → V Mi
N is a C[ΛP]-linear, we only need to check that for every

v ∈ V Ki and λ ∈ ΛP , the vectors π(hλ)v and π(hM ,λ)v have the same image in VN . Let us
evaluate π(hλ)v. Since v ∈ V Ki , we have π(hλ)v = π(eKi

?δuλF
)v. By the Iwahori decomposi-

tion (6.16), we have eKi
?δuλF

= eNi
? eMi

? eN−i
?δuλF

. By passing δuλF
to the left by conjugation,

we have
eNi
? eMi

? eN−i
? δuλF

= eNi
? hM ,λ ? eu−λF N−i uλF

.

Since u−λF N−i uλF ⊂ N−i , we have eu−λF N−i uλF
v = v, and therefore

π(hλ)v = π(eNi
)π(hM ,λ)v.

Now the difference

u= π(hλ)v −π(hM ,λ)v = π(eNi
− 1)π(hM ,λ)v

lies in V (N) because π(eNi
)u= 0.

We will also choose an element λ+ ∈ Λ+M such that λ(Gm) acts on Lie(N) with only
positive exponents. For compact open subgroup Ns of N we have

N =
⋃

n∈N

u−nλ+
F Nsu

nλ+
F . (7.23)

Proposition 7.10. For each λ+ ∈ ΛP such that Gm(λ+) acts on Lie(N) with only positive
exponents, we consider the maximal subspace Nil(V Ki ,λ+) of V Ki where hλ+ acts nilpotently.
Then we have

Nil(V Ki ,λ+) = ker(V Ki → V Mi
N ).

In particular, Nil(V Ki ,λ+) is independent of the choice of λ+.

Proof. Since the action of C[ΛP] on V Mi
N factors through C[ΛM ], for every λ ∈ Λ+M , the action

of πM (hM ,λ) on V Mi
N is invertible. It follows that Nil(V Ki ,λ+) is contained in the kernel of

V Ki → V Mi
N .

We now check conversely every vector v lying in the kernel of V Ki → V Mi
N is annihilated

by π(hλ) for some λ ∈ ΛP− . Since v ∈ V (N) there exists a compact open subgroup Ns

of N such that π(eNs
)v = 0. There exists n ∈ N such that eNs

⊂ u−nλ+
F Niu

nλ+
F . It follows

that π(eu−nλ+
F Niu

nλ+
F
)v = 0. By developing eu−nλ+

F Niu
nλ+
F
= δu−nλ+

F
? eNi

? δu−λ+F
, we see that

π(eNi
? δunλ+

F
)v = 0 since the operator δu−nλ+

F
is invertible. For π(eKi

)v = v, it follows that

π(eKi
? δunλ+

F
? eKi
)v = 0 and therefore π(hnλ+)v = 0.
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Proposition 7.11. If (π, V ) is an admissible representation of G then the map V Ki → V Mi
N is

surjective.

Proof. For the kernel of V Ki → V Mi
N is Nil(V Ki ,λ+), the maximal subspace of V Ki where hλ+

acts nilpotently, the action of hλ+ on im(V Ki → V Mi
N ) is injective. With the admissibility

assumption, we know that V Ki is finite dimensional, and so is its image in V Mi
N . It follows

that the action of hλ+ on im(V Ki → V Mi
N ) is invertible. To prove that im(V Ki → V Mi

N ) is

equal to V Mi
N , it is now enough to prove that for every u ∈ V Mi

N , there exists n ∈ N such that
u′ = hM ,nλ+u ∈ im(V Ki → V Mi

N ).
Let v ∈ V be an arbitrary vector whose image in VN is u ∈ V Mi

N . By replacing v by eMi
v,

we can assume that v ∈ V Mi . By the smoothness assumption, there exists a compact open
subgroup N−s of N− such that v ∈ V N−s . For n ∈ N big enough, we have u−nλ+

F N−i unλ+
F ⊂ N−s .

If we denote v′ = π(unλ+
F )v then its image in V Mi

N is u′ = πN (u
nλ+
F )u = hM ,nλ+u. We will

prove that u′ lies in im(V Ki → V Mi
N ).

By construction we have v′ ∈ V N−i and therefore v′ ∈ V Mi N
−
i i.e. π(eMi

)π(eN−i
)v′ = v′.

If v′′ = π(eNi
)v′ then on the one hand, we have v′′ = π(eKi

)v′′ ∈ V Ki and on the other
hand, v′′ − v′ ∈ V (N) or in other words the image of v′′ in VN is u′. It follows that u′ lies in
im(V Ki → V Mi

N ) and so does u.

Here is an immediate consequence of the surjectivity of V Ki → V Mi
N :

Proposition 7.12. If (π, V ) is an admissible representation of G, then the Jacquet module VN
is also an admissible representation of M.

Harish-Chandra’s theorem on cuspidal representations

A smooth representation (π, V ) of G is said to be cuspidal if for every proper parabolic
subgroup P = MN , the Jacquet module VN is zero.

Proposition 7.13 (Harish-Chandra). Let (π, V ) be a smooth irreducible representation of G,
(π′, V ′) its contragredient. A smooth representation (π, V ) of G is cuspidal if for every vector
v ∈ V and v′ ∈ V ′, the matrix coefficient mv,v′(g) = 〈v′,π(g)v〉 is compactly supported modulo
the center of G.

Proof. Assume that VN = 0 for all parabolic subgroups P = MN , we will prove that the
matrix coefficient mv,v′(g) = 〈v,π′(g)v′〉 is compactly supported modulo the center of G for
all v ∈ V and v′ ∈ V ′.

First, we claim it is enough to prove that for every compact open subgroup K of G, for
every v ∈ V K and v′ ∈ V ′K , the set of λ ∈ ΛP0

such that 〈v′,π(uλF )v〉 6= 0 is finite modulo
ΛZ = Hom(Gm, Z), Z being the center of G.
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Indeed, for every v ∈ V and v′ ∈ V ′, we may assume that v ∈ V K and v′ ∈ V ′K for
a certain compact open subgroup K that is a normal subgroup of K0. Since K is a normal
subgroup of K0, K0 stabilizes V K and (V ′)K . We can choose a finite set of representatives
x1, . . . , xn of cosets

K0 =
n
⊔

j=1

x iK =
n
⊔

j=1

K x i .

We derive from the Cartan decomposition G = K0ΛP0
K0 a decomposition in K double cosets:

G =
n
⊔

i, j=1

⊔

λ∈ΛP0

K x iu
λ
F x jK

where K x iu
λ
F x jK = x iKuλF K x j . For v ∈ V K and v′ ∈ V ′K the matrix coefficient g 7→ mv,v′(g)

is left and right invariant under K . Moreover, mv,v′ vanishes on the double coset K x iu
λ
F x jK

if and only if 〈π′(x i)−1v′,π(uλF )π(x j)v〉= 0. For every i, j ∈ {1, . . . , n}, we have

〈π′(x i)
−1v′,π(uλF )π(x j)v〉= 0

for λ lying in the complement of a certain subset of ΛP0
which is invariant and finite modulo

ΛZ . It follows that mv,v′ is compactly supported modulo Z .
Now we come to the proof of the claim: if VN = 0 for every proper parabolic subgroup

P = MN , then for every compact open subgroup K of G, for every v ∈ V K and v′ ∈ V ′K , the
set of λ ∈ ΛP0

such that 〈v′,π(uλF )v〉 6= 0 is finite modulo ΛZ .
Recall that we have a decomposition

ΛP0
=
⊔

P
Λ+P

for P ranging over the set of parabolic subgroup P ⊃ P0, and Λ+P being the set of λ ∈ Λ+P such
that Lie(N) =

⊕

〈λ,α〉>0 gα, N being the unipotent radical of P. It is enough to prove that
for every compact open subgroup K of G, for every v ∈ V K and v′ ∈ V ′K , for each parabolic
subgroup P ⊃ P0, the set of λ ∈ Λ+P such that 〈v′,π(uλF )v〉 6= 0 is finite modulo ΛZ .

It is also enough to restrict ourselves to the case K = Ki satisfying the Iwahori factorization
(6.16). As in Proposition 7.10, for every λ ∈ Λ+P , hλ = eKi

? δuλF
? eKi

acts nilpotently on the

kernel of V Ki → V Mi
N . As VN = 0, we know that hλ acts nilpotently on V Ki . Since Λ+P/ΛZ

is finitely generated as monoid, for every v ∈ V Ki , there exists a subset Cv of Λ+P , invariant
under ΛZ and finite modulo ΛZ , such that π(hλ)v = 0 unless λ ∈ Cv . For v′ ∈ V ′Ki , we have
〈v′,π(uλF )v〉= 〈v

′,π(hλ)v〉= 0 unless λ ∈ Cv .
We have thus completed the proof of half the proposition stating that if π is cuspidal, then

its matrix coefficients are compactly supported modulo Z . The proof of the other half con-
sists essentially in following the above proof in the backward direction. Assume that matrix
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coefficients of π are compactly supported modulo the center, then for every compact open
subgroup K of G, for every v ∈ V K and v′ ∈ V ′K , the set of λ ∈ ΛP0

such that 〈v′,π(uλF )v〉 6= 0
is finite modulo ΛZ . If follows that for every λ ∈ ΛP\ΛZ , hλ = eKi

? δuλF
? eKi

acts on V Ki

nilpotently. It follows from Proposition 7.10 that the map V Ki → V Mi
N is zero. Assuming V

admissible, then by Proposition 7.12, V Ki → V Mi
N is surjective. We infer then V Mi

N = 0 for all
i, and therefore VN = 0. In fact, we can prove VN = 0 without assuming V being admissible
by using an argument in the proof of Proposition 7.12. In the proof of Proposition 7.12 we
proved, without assuming V admissible, for every v ∈ V Mi

N , there exists λ ∈ Λ+P such that
πM (uλF )v lies in im(V Ki → V Mi

N ). Now in the present context the map V Ki → V Mi
N is zero, and

so is πM (uλF )v. This implies v = 0 as the operator πM (uλF ) is invertible.

Proposition 7.14. Let (π, V ) be an irreducible smooth representation of G. Then (π, V ) is
isomorphic to a subrepresentation of the parabolic induction of an irreducible cuspidal represen-
tation of a Levi subgroup.

Proof. Let P = MN be a minimal standard parabolic subgroup such that rM
G (π) 6= 0. By

minimality rM
G (π) is a cuspidal representation of M . For π is finitely generated, so is rM

G (π)
by Prop. 7.4. Since a finitely generated representation, rM

G (π) admits an irreducible quotient
πN → σ. Since the Jacquet functor is exact, σ is also a cuspidal representation of M . By the
Frobenius reciprocity, we have a nonzero G-linear map π→ iG

P (σ). Since π is irreducible, π
is a submodule of iG

P (σ).

Proposition 7.15. All irreducible smooth representations of G are admissible.

Proof. Every irreducible cuspidal representations is compact modulo the center, and thus
admissible. Every irreducible representation can be realized as a subrepresentation of a
parabolic induction of an irreducible cuspidal representation. It remains only to apply Prop.
7.1

Uniform admissibility theorem

Proposition 7.16. Let G be a reductive p-adic group and K a compact open subgroup of G.
There exists a constant c = c(G, K) depending only on G and K such that for every irreducible
representation (π, V ) of G, we have dim V K ≤ c.

For simplicity, we will assume that G = G(F) where G is is a split reductive group. The
group K0 = G(RF ) of RF -points of G is a maximal compact open subgroup of G whose double
cosets can be described by the Cartan decomposition:

G =
⊔

λ∈Λ+

K0uλF K0. (7.24)
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By replacing K = Ki by a smaller open compact subgroup, we may assume that K is a normal
subgroup of K0 satisfying the Iwahori factorization Ki = Ni MiN

−
i with respect to the standard

Borel subgroup B+ = MN . Under this assumption, we will prove that for every irreducible
smooth representation (π, V ) of G we have

dim(V K)≤ #(K0/K)
2r

(7.25)

where r is the rank of G.
This estimate relies on an elementary problem of linear algebras. Let A be a commutative

C-algebra embedded in End(V ) where V is an n-dimensional C-vector space. We would like
an upper bound of the dimension of A as C-linear vector space. After Schur we have a general
bound:

dim(A)≤ 1+ bn2/4c. (7.26)

Without assumption on A, this upper bound is optimal for it is reached when A is the algebra
generated by the scalar matrices and the nilradical of the subalgebra of End(V ) consisting of
matrices stabilizing a given subspace of dimension bn/2c. This bound is not optimal when A
has a few number of generators. For instant, if A is generated by one element, then the Cayley-
Hamilton theorem implies that dimC(A) ≤ n. If A is generated by two elements, the same
upper bound holds after Gerstenhaber and Taussky-Todd. We don’t seem to know a good
upper bound depending on the number r of generators of A as r ≥ 3. It seems reasonable to
expect that

dim(A)≤ a(r)n (7.27)

where a(r) is a constant depending on r, in other words as r fixed, dim(A) should be bounded
by a linear function on n. Unfortunately, this elementary looking problem does not have an
answer so far. Bernstein and Zelevinski proved the uniform admissibility by using an upper
bound which slightly improves the exponent 2 in the Schur inequality (7.26).

Proposition 7.17. Let A be a commutative C-algebra embedded in End(V ) where V is an n-
dimensional C-vector space. Assume that A is generated by r elements. Then

dimC(A)≤ n2−1/2r−1
. (7.28)

Proof.

Proof of the uniform admissibility theorem. Let (π, V ) be an irreducible smooth representa-
tion of G. If V K = 0 = 0, then there is nothing to be proven. If V K 6= 0, then V K is an
irreducibleHK(G)-module by the admissibility theorem. Let us denote n= dimC(V ).

Let A denote the image of commutative subalgebra C[Λ+] of HK(V ) in End(V ). Since A
is generated by r elements, r being the rank of G, we have

dimC(A)≤ n2−1/22−1
(7.29)
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By Burnside’s theorem, the algebra homomorphism

π :HK(G)→ End(V ) (7.30)

is surjective. It follows that
dim(HK(K0))

2 dim(A)≥ n2. (7.31)

It follows that n≤ dim(HK(K0))2
r
.

There are finitely many cuspidal representations with K-fixed vectors

Proposition 7.18. For every reductive p-adic group G and compact open subgroup K of G, there
are only finitely many cuspidal irreducible representation (π, V ) of G such that V K 6= 0 with a
given central character.

Proof. We assume that G is a semisimple group. We claim that there exists a compact subset
of C of G, depending only on K , such that for every irreducible cuspidal representation V of
contragredient V ′, every v ∈ V K and v′ ∈ V ′K , the matrix coefficient mv,v′ is supported by C .
Since matrix coefficients of irreducible cuspidal representations are linearly independent, it
follows that there are finitely many irreducible cuspidal representations with nonzero K-fixed
vectors with a given central character.

Assume that K is a compact open subgroup of G satisfying the Iwahori factorization which
is a normal subgroup of K0. After the uniform admissibility theorem, there exists an integer
nK such that for every irreducible representation (π, V ) we have dim(V K)≤ nK .

Let (π, V ) be an irreducible cuspidal representation of G, then for every λ ∈ Λ+\{0}, the
operator hλ,K = eK ? δuλF

? eK acts on V K as a nilpotent operator. Since dim(V K) ≤ nK , we
have

π(hnλ,K) = 0 (7.32)

We have just derived the finiteness of the number of cuspidal irreducible representations
of G with K-fixed vectors from the uniform admissibility. Conversely, one can also derive the
uniform bound for admissibility from the finiteness of cuspidal irreducible representations of
G and its Levi subgroups. Indeed, for every irreducible representation π of G, there exists a
standard Levi subgroup M and a cuspidal irreducible representation σ of M such that π is a
submodule of iG

M (σ). We have

dim(πK)≤ dim(iG
Mσ) =

∑

x

dimσxK x−1∩P (7.33)

where x ranges over a finite set of representative of (P × K)-cosets on G. For a given central
character, and x ∈ P\G/K there are finitely many cuspidal irreducible representations of M
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with xK x−1 ∩ P-fixed vectors so that we have a uniform upper bound on dimσxK x−1∩P . It
follows a uniform upper bound of dim(πK).

With deeper result from harmonic analysis, one can in fact obtain a more accurate upper
bound on the number of cuspidal representations with K-fixed vectors as well as the dimen-
sion of their space of K-fixed vectors. After a deep theorem of Harish-Chandra, which we will
later prove, there exists a Haar measure µ on G0 such that for all compact representations
π of G0, the formal degrees dµ(π) are positive integers for all compact representations π of
G0.

For π1, . . . ,πn are non isomorphic compact representations of G0 with K0-fixed vectors,
we have a direct orthogonal decomposition of algebras

HK0(G0) =HK0(G0)π1
⊕ · · · ⊕HK0(G0)πn

⊕HK0(G0)′. (7.34)

For every i = 1, . . . , n we have an algebra homomorphism

hµ(π) : EndC(V
K0
πi
)→HK0(G0)πi

(7.35)

given by
v ⊗ v∗ 7→ dπ(µ)µmv⊗v∗ . (7.36)

In particular the image of the identity element idV K0
i
∈ EndC(V

K0
πi
) is the the unit eπi ,K0 of

HK0(G0)πi
.

We have a decomposition of eK0
as a sum of orthogonal commuting idempotents:

eK0
= eπ1,K0

+ · · ·+ eπn,K0
+ e′ (7.37)

By dividing by µ, we obtain an equality of functions

IK0volµ(K
0)−1 =

n
∑

i=1

dπ(µ)mid
V K0
πi

+ f (7.38)

By evaluating at the unit element eG of G, we have

volµ(K
0)−1 =

n
∑

i=1

dπ(µ)dim(V K0

πi
) + f (eG). (7.39)

Using the fact f µ is an idempotent element of H (G) and f̌ = f̄ we have f (eG) ≥ 0. It
follows that

volµ(K
0)−1 ≥

n
∑

i=1

dπ(µ)dim(V K0

πi
). (7.40)

Since dπ(µ) are positive integers, we derive both the uniform bound dim(V K0

πi
)≤ volµ(K0)−1

and that the number of compact representations of G0 is no more than volµ(K0)−1.
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Bibliographical comments

8 Composition series of parabolic inductions

An important chapter of representation theory of reductive groups is the study of the com-
position series of parabolic inductions. The case of G = GL2(F) is very instructive for the
understanding of the general picture.

Parabolic induction in GL2

The usual choice for Borel subgroup is the subgroup B of upper triangular matrices. We have
B = AN where A is the subgroup of diagonal matrices and N the subgroup of unipotent upper
triangular matrices. The Weyl group W = Nor(T )/T has two elements among those the non
trivial element can be represented by the permutation matrix

w=

�

0 1
1 0

�

. (8.1)

The Bruhat decomposition has two double cosets

G = BwB ∪ B. (8.2)

The group G acts on the set of vector lines inside F2, and B can be characterized as the
stabilizer of the line generated by the vector of coordinates v1(1,0). The coset BwB consists
of elements g ∈ G such that gv1 and v1 aren’t colinear.

A character χ : A→ C× is given by

χ

�

a1 0
0 a2

�

= χ1(a1)χ2(a2) (8.3)

where χ1,χ2 are characters of F×. The parabolic induction iG
A (χ) consists of all f : G → C

satisfying
f (nag) =∆1/2

B (a)χ(a) f (g) (8.4)

for all n ∈ N , a ∈ A and g ∈ G. We recall that the modulus character ∆B of B can be given
explicitly by the formula

∆B(a) = |a1/a2|1/2. (8.5)

Proposition 8.1. Let χ be a character of A and χw the character given by χw(a) = χ(w(a))
for any w ∈W. Then we have an exact sequence of A-modules:

0→∆1/2
B χw→ iG

A (χ)N →∆
1/2
B χ → 0. (8.6)

In other words:
0→ χw→ rA

G iG
A (χ)→ χ → 0. (8.7)
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Proof. If F denotes the sheaf on X = B\G associated to the character of B given by b =
an 7→∆1/2

B (a)χ(a) for a ∈ A and n ∈ N , N being the unipotent radical of B, then we have

iG
A (χ) = Γ (X ,F ) (8.8)

by definition. The Bruhat decomposition of G = GL2, consisting in the partition G = BwBtB,
induces on the partition X = X1 t X0 where X1 = F and X0 = {x0}, x0 being the base point
of B\G of stabilizer B. This is also the partition of X in to B-orbits, B acting on the right,
with X1 being the open B-orbit and X0 the closed orbit. It gives rise to the exact sequence of
B-modules:

0→ Γc(X1,F )→ Γc(X ,F )→ Γ (X0,F )→ 0. (8.9)

Since the Jacquet functor V 7→ VN is exact, we derive the exact sequence:

0→ Γc(X1,F )N → Γc(X ,F )N → Γ (X0,F )N → 0. (8.10)

It remains to prove that Γ (X0,F ) =∆1/2
B χ and Γc(X1,F )N =∆

1/2
B χw as A-modules.

The closed orbit being a point, we have Γ (X0,F ) = Fx0
and the map Γc(X ,F ) →

Γ (X0,F ) consists in evaluation of a section φ of F at the point x0. By definition a global
section φ ∈ Γ (X ,F ) consists of a smooth function φ : G→ C satisfying

l(an)−1φ(x) = φ(anx) =∆1/2
B (a)χ(a)φ(x)

for all a ∈ A and n ∈ N , and the evaluation at x0 consists in φ 7→ φ(eG). For every a ∈ A we
have

raφ(eG) = la−1φ(eG) =∆
1/2
B (a)χ(a)φ(eG).

We infer Γ (X0,F ) =∆1/2
B χ as A-modules.

On the open orbit X1 = B\BwB, we define the linear functional `1 : Γc(X1,F )→ C by

`1(φ) =

∫

N
φ(wx)dx (8.11)

where dx is a Haar measure on N . 4 For every n ∈ N we have `1(rnφ) = `1(φ) for dx is
invariant under right translation by n. Now we compute the integral

`1(raφ) =

∫

N
φ(wxa)dx (8.12)

for a ∈ A. If x ′ = a−1 xa, we have dx ′ =∆B(a)dx and thus

`1(raφ) =∆B(a)

∫

N
φ(wax ′)dx ′. (8.13)

4Thus `1 depends on the choice of a Haar measure on N .
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On the other hand we have

φ(wax ′) = φ(w(a)wx ′) =∆B(w(a))
1/2χ(w(a))φ(wx ′)

where w(a) = waw−1 and therefore

`1(raφ) =∆
1/2
B (a)χ(w(a))`1(φ) (8.14)

for ∆B(w(a))1/2 =∆
−1/2
B (a). Therefore `1 defines a homomorphism of A-modules

`1 : Γc(X1,F )→∆1/2
B χw.

It remains to prove that it is an isomorphism.

If χ : A→ C× is a character such that χ 6= χw then the exact sequence (8.7) splits:

rA
G iG

A (χ) = χ
w ⊕χ. (8.15)

It follows then from the Frobenius reciprocity

dim EndG(i
G
B (χ),χ) = dim HomA(r

A
G iG

A (χ),χ) = dimHomA(χ
w ⊕χ,χ) = 1. (8.16)

In other words under the assumption χ 6= χw all endomorphisms of iG
B (χ) are scalar multipli-

cations. Under the same assumption, we infer from the canonical projection rA
G iG

A (χ)→ χ
w

a G-map
Aw(χ) : iG

A (χ)→ iG
A (χ

w). (8.17)

Since dim End(iG
A (χ)) = 1, the composition

Aw(χ
w) ◦ Aw(χ) : iG

A (χ)→ iG
A (χ) (8.18)

must be the scalar multiplication by c(χ) ∈ C.

Proposition 8.2. Assume that χ 6= χw. Then iG
B (χ) is reducible if and only if c(χ) = 0.

The proof Proposition 8.2 relies on the following assertion.

Proposition 8.3. If π be an irreducible subquotient of iG
A (σ) then rA

G(π) 6= 0.

Proof. We will argue by reductio ad absurdum. If rA
G(π) = 0, then π is cuspidal. It follows

that π being an irreducible subquotient of iG
A (σ), is in fact an irreducible submodule. The

nonzero mapπ→ iG
A (σ) induces then by the Frobenius reciprocity a nonzero map rA

G(π)→ σ
and therefore rA

G(π) 6= 0.
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Proof of Proposition 8.2. If iG
A (χ) is reducible then there exists an exact sequence

0→ π→ iG
A (χ)→ π

′→ 0

where π,π′ are nonzero G-modules. We infer an exact sequence

0→ rA
Gπ→ rA

G iG
A (χ)→ rA

Gπ
′→ 0

where both rA
Gπ and rA

Gπ
′ are nonzero. Since rA

G iG
A (χ) = χ ⊕χ

w, we have either rA
Gπ= χ or

rA
Gπ = χ

w. For the nonzero map π→ iG
B (χ) induces by the Frobenius reciprocity a nonzero

map rA
Gπ → χ, we have rA

Gπ = χ. As the map Aw(χ) : iG
A (χ) → iG

A (χ
w) is defined as the

Frobenius reciprocity of rA
G iG

A (χ)→ χ
w, it follows that the restriction of Aw(χ) to π is zero.

This implies that Aw(χ) is not injective and therefore Aw(χw) ◦ Aw(χ) is not injective. It
follows that c(χ) = 0.

Assume that iG
A (χ) is irreducible. Since Aw(χ) : iG

A (χ)→ iG
A (χ

w) is nonzero, it ought be
injective. We have an exact sequence

0→ iG
A (χ)→ iG

A (χ
w)→ π→ 0.

We infer an exact sequence

0→ rA
G iG

A (χ)→ rA
G iG

A (χ
w)→ rA

Gπ→ 0.

Since dimC(rA
G iG

A (χ)) = dimC(rA
G iG

A (χ
w)) = 2, we must have rA

Gπ = 0. After Proposition 8.3,
this implies that π = 0. It follows that iG

A (χ
w) is also irreducible. Since Aw(χw) : iG

A (χ
w)→

iG
A (χ) is non zero, it ought be injective. It follows that the composition Aw(χw) ◦ Aw(χ) :

iG
A (χ)→ iG

A (χ) is injective and therefore c(χ) 6= 0.

Let us consider examples when iG
A (χ) is reducible. We consider the character χ : A→ C×

given by
χ(a) =∆−1/2(a).

Then iG
A (∆

−1/2) = IndG
B (C) is the induction of the trivial representation. The space of IndG

B (C)
consists of all smooth function φ : G → C such that φ(bg) = φ(g), with G acting by trans-
lation on the right. It contains as G-invariant subspace the space of constant functions. We
obtain the exact sequence

0→ C→ iG
A (∆

−1/2)→ St→ 0 (8.19)

where the quotient of IndG
B (C) by C is called the Steinberg representation. It follows from

Propositions 8.1 and 8.3 that the Steinberg representation is irreducible with rA
GSt=∆1/2.

We may also consider the character χ : A→ C× given by

χ(a) =∆1/2(a).
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Then iG
A (∆

1/2) = IndG
B (∆) is the induction of the modulus character. In this case we have a

canonical G-equivariant map IndG
B (∆)→ C and thus an exact sequence

0→ St→ iG
A (∆

1/2)→ C→ 0 (8.20)

which is dual to the sequence (8.19).

Stratification of flag varieties and filtration

Let P = MN and P ′ = M ′N ′ be two standard parabolic subgroups of G. We let P ′ acts on P\G
by the translation on the right. There are only finitely many orbits which are parametrized
by a certain subset {w1, . . . , wn} of the Weyl group:

P\G =
n
⊔

i=1

Pẇi P
′. (8.21)

The elements w1, . . . , wn form a set of representatives of WM ×WM ′-cosets in W . They are
to be ordered in such a way that for every m ≤ n,

⊔m
i=1 P\Pwi P

′ is an open subset of P\G.
There are no preferred total order on {w1, . . . , wn}. If we denote Mi = M ∩ wi M

′w−1
i and

M ′ i = w−1
i Mwi ∩ M ′, then Mi and M ′i are Levi subgroups of M and M ′ respectively, and

ad(wi)−1 induces an isomorphism from Mi to M ′i .

Proposition 8.4. With P = MN and P ′ = M ′N ′ and w1, . . . , wn ∈W as above, for every smooth
representation σ of M, the representation rM ′

G iG
M (σ) has a filtration, depending functorially on

σ

F1rM ′
G iG

M (σ) ⊂ F2rM ′
G iG

M (σ) ⊂ · · · ⊂ FnrM ′
G iG

M (σ) = rM ′
G iG

M (σ) (8.22)

such that
Fi r

M ′
G iG

M (σ)/Fi−1rM ′
G iG

M (σ) = iM ′

M ′i
ad(wi)r

Mi
M (σ).

Proof. The choice of a total order w1, . . . , wn compatible with the topological order, allows
us to filter the flag variety X = P\G as

X1 ⊂ X2 ⊂ · · · ⊂ Xn = X

where X i =
⊔i

j=1 P\Pw j P
′ are open subsets of X . For every M -module (σ, Vσ), we have

constructed a sheaf F on P\G such that

Γc(X ,F ) = iG
M (σ) = IndG

P (InfP
M (σ)⊗∆

1/2
P )

is the space of all smooth functions φ : G → Vσ such that φ(pg) = ∆1/2
P (p)σ(p)φ(g). We

define the filtration
F1iG

M (σ) ⊂ F2iG
M (σ) ⊂ · · · ⊂ FniG

M (σ)
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by setting
Fi i

G
M (σ) = Γc(X i ,F ).

We then have
Fi i

G
M (σ)/Fi−1iG

M (σ) = Γc(P\Pwi P
′,F )

which is the space of smooth functionsφ : Pwi P
′→ Vσ satisfyingφ(pg) =∆1/2

B (p)χ(p)φ(g)
whose support is contained in BC for a certain compact subset C of Pwi P

′.
In order to analyze Γc(P\Pwi P

′,F ) we observe that there is a canonical identification

P\Pwi P
′ = (P ′ ∩w−1

i Pwi)\P ′ (8.23)

The restriction of F to (P ′ ∩ w−1
i Pwi)\P ′ correspond to the representation of P ′ ∩ w−1

i Pwi
obtained from the representation (σ, Vσ) of P via the homomorphism ad(wi) : P ′∩w−1

i Pwi →
P. If σwi denotes the resulted representation of P ′ ∩w−1

i Pwi then we have

Γc(P\Pwi P
′,F ) = cIndP ′

P ′∩w−1
i Pwi

((σ⊗∆1/2
P )

wi ) (8.24)

It remains to calculate the Jacquet module cIndP ′

P ′∩w−1
i Pwi

(σwi )N ′ as M ′-module.

We will perform this calculation first in the case P = P ′ = B where B is the standard Borel
subgroup, and B = AN its Levi decomposition, for less root combinatorics get involved in this
basic case. For every w ∈W , we will calculate the Jacquet module

cIndB
B∩w−1Bw(χ

w ⊗ (∆1/2
B )

w)N . (8.25)

To simplify notations we set Bw = B ∩ w−1Bw and τ = χw ⊗ (∆1/2
B )

w. We know that the
contragredient of cIndB

Bw
(τ) is

cIndB
Bw
(τ)′ = IndB

Bw
(τ′ ⊗∆Bw

⊗∆−1
B ).

The Jacquet module cIndB
Bw
(τ)N can be then identified with the space of N -invariant vectors

in IndB
Bw
(τ′ ⊗∆Bw

⊗∆−1
B ).

We have a decomposition N = NwN w where Nw = N ∩ w−1Bw and N w = N ∩ w−1B−w
where B− is the opposite Borel subgroup where N w acts simply transitively on Bw\B.

Associated cuspidal data

A cuspidal datum of a p-adic reductive group is a pair (M ,σ) consisting of a standard Levi
subgroup M and an cuspidal irreducible representation σ of M . Cuspidal data (M ,σ) and
(M ′,σ) are said to be associated if there exists w ∈ W such that ad(w)(M) = M ′ and
ad(w)(σ) = σ′.
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Proposition 8.5. For every smooth representation π of G, there exists a cuspidal datum (M ,σ),
such that π is a subquotient of iG

M (σ). Moreover, if (M ,σ) and (M ′,σ′) are cuspidal data such
that π is a subquotient of both iG

M (σ) and iG
M ′(σ

′), then (M ,σ) and (M ′,σ′) are associated.

Proof. Since association is a transitive relation, one may assume that (M ′,σ′) is a cuspidal
data such that π is a subrepresentation of iG

M (σ
′), or by the Frobenius reciprocity, σ′ is a

quotient of rG
M (π). If π is a subquotient of iG

M (σ), then σ′ is a subquotient of rG
M ′ i

G
M (σ). By

Proposition 8.4, σ′ has to be a subquotient of

σ′∠ iM ′

M ′i
◦ ad(wi)(r

M
Mi
(σ))

for some i. Now as σ is cuspidal, rM
Mi
(σ) is nonzero if and only if M = Mi .

We claim that a cuspidal irreducible representation π of G is a subquotient of an induced
representation iG

M (σ) then M = G. Indeed, a cuspidal representation is compact modulo
center. If it is a subquotient of iG

M (σ), it has to be a submodule. We derive from the nonzero
map π → iG

M (σ) a nonzero map rG
M (π) → σ. It follows that rG

M (π) 6= 0 and thus σ is not
cuspidal.

By the following proposition, if the cuspidal irreducible representationσ′ is a subquotient
of an induced representation iM ′

M ′i
then M = M ′i . It follows that (M ,σ) and (M ′,σ′) are

associated.

Bernstein’s second adjunction theorem

Proposition 8.6.

9 The Bernstein decomposition and center

Cuspidal components

For a connected reductive group G over F we define Λ∗G = Hom(G,Gm) to be the group of
all algebraic characters of G. This is a free abelian group of finite type of rank equal to the
rank of the split center of G. For every α ∈ Λ∗G and s ∈ C, we define |α|s : G→ C× to be the
character

g 7→ |α(g)|s. (9.1)

Characters of this form are called unramified characters of G. For every algebraic character
α ∈ Λ∗G , we have a homomorphism ord(α) : G→ Z defined by

g 7→ ord(α(g)). (9.2)

By duality, we obtain a homomorphism ord : G→ ΛG where ΛG is the dual abelian group of
G. We denote

G0 = ker(ord : G→ ΛG) (9.3)
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its kernel. This is a normal subgroup of G that can also be defined as the intersection of all
unramified characters |α|s for α ∈ Λ∗G and s ∈ C, or of all homomorphism ord(α) for α ∈ Λ∗G .

Proposition 9.1. If AG denotes the split center of G, then AGG0 is a normal subgroup of G of
finite index.

Proof.

Proposition 9.2. If π be an irreducible representation of G, then the restriction of π to G0

is isomorphic to a direct sum of irreducible representation of G0 which are G-conjugate with
respect to the action of G on G0 by conjugation.

If π1,π2 are irreducible representations of G such that

HomG0(ResG0

G π1, ResG0

G π2) 6= 0

then there exists an unramified character χ : G → C× such that π1 ' π2 ⊗ χ. In this case,
ResG0

G π1 and ResG0

G π2 are isomorphic as representations of G0. In this case, we will say that π1
and π2 are inertially equivalent.

Proof. This is an instance of the Clifford theory for smooth representations of td-groups.

Let π be a cuspidal irreducible representation of G. A smooth representation σ of G
is said to be in the cuspidal component of π if every irreducible subquotient of σ is in-
ertially equivalent to π. Let Rep(G)π denote the full subcategory of Rep(G) consisting of
representations in the cuspidal component of π. Let Rep(G)π be the category consisting of
smooth representations σ with no irreducible quotient inertially equivalent to π. Consider
Ππ = IndG

G0π
0 where π0 is the restriction of π to G0.

Proposition 9.3. We have a direct decomposition Rep(G) = Rep(G)π ⊕ Rep(G)π. The cate-
gory Rep(G)π admits Π = cIndG

G0π
0 as progenerator and thus is isomorphic to the category of

modules over EndG(Π).

Induced components

Letπ be a non cuspidal irreducible representation of G. There exists a standard Levi subgroup
M and a cuspidal irreducible representation σ of M such that π is a subquotient of iG

Mσ, and
moreover the pair (M ,σ) is uniquely determined up to association. We consider the full
subcategory Rep(G)(M ,σ) of all smooth representations of Rep(G) whose every irreducible
subquotient is a subquotient of iG

Mσ
′ with σ′ inertially equivalent to σ. We have constructed

a progenerator Πσ = cIndG
G0(σ0) of the category Rep(M)σ.

Proposition 9.4. iG
M (Mσ) is a progenerator of the abelian category Rep(G)(M ,σ). In particular,

Rep(G)(M ,σ) is equivalent to the category of modules over EndG(iG
M (Mσ)).

Proposition 9.5.
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Center of a category of modules

The center Z(A ) of an abelian category A is the ring of endomorphism of its identical
functor. An element z ∈ Z(A ) is a collection of A -morphisms zM : M → M for each object
M ∈A compatible with allA -morphisms φ : M → M ′ i.e. φ ◦ zM = zM ′ ◦φ.

Let A be an unital associative ring and A the category of A-modules. We claim that the
center of Z(A ) is just the center ZA of A. Indeed, there is an obvious map ZA → Z(A ) by
letting an element z ∈ ZA acts on every A-module M by multiplication. The multiplication
by z in M is a morphism of A-modules as z belongs to the center of A. The compatibility
with A-linear morphism φ : M → M ′ is satisfied by the multiplication by any element of A,
and in particular, elements belonging to its center. Conversely, if z ∈ Z(A ) is an element
of the center of the category of A-modules, then its action on A, as an A-module, defines an
element zA of Aop as the opposite ring Aop is the ring of A-linear morphisms of A. Moreover,
the compatibility with all A-linear morphisms implies that A belongs to the center of Aop that
is also the center of A. Therefore z 7→ zA defines a map Z(A )→ ZA that is inverse to the map
ZA→ Z(A )we defined just above. We have thus proved that the center Z(A ) of the category
A of A-modules is nothing but the center of A, assuming that A is an unital associative ring.

This assertion does not hold for non-unital ring as Z(A ) is by construction unital but ZA
is not. If A does not possess a unit, we can however formally add an unit to A by considering
the ring A+ = Z⊕A with the multiplication law (1⊕a1)(1⊕a2) = 1⊕ (a1+a2+a1a2). As the
category of A-modules A is obviously equivalent to the category of A+-modules, the center
of A can be identified with the center of A+. However, we are not very often interested in
the whole category of A-modules if A is non unital as it contains degenerate objects M in
which every element a ∈ A acts as 0. We are more often interested in certain subcategory of
non-degenerate modules instead. Before explaining the concept of non-degenerate modules,
let us consider an instructive example.

An easy example

Let Ai be a family of unital associative ring indexed by a certain set I ,Ai the category of Ai-
modules. Let AI =

∏

i∈I Ai denote the direct product of Ai , elements of
∏

i∈I Ai are collections
(ai)i∈I , AI is a unital associative ring in an obvious way. Any projection pi : AI → Ai has an
obvious section ei : Ai → AI that is compatible with addition and multiplication but not
with units. The image of the unite of Ai in AI will be denoted also by ei ∈ AI , which is an
idempotent element of A i.e. e2

i = ei . We have

eiA
I = AI ei = Ai . (9.4)

More generally, for every subset J ⊂ I , the projection AI → AJ has a non-unital section
eJ : AJ → AI and we denote also by eJ the image of the unit of AJ in AI , which is an idempotent
element of AI .
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Let A I =
∏

i∈IAi denote the direct product of the abelian categories Ai , its objets are
collections (Mi)i∈I where Mi are Ai-modules. There is an equivalence of categories between
∏

i∈IAi and the category of
∏

i∈IAi-modules. Indeed, if (Mi)i∈I is an object of
∏

i∈IAi ,
∏

i∈I Mi is a
∏

i∈IAi-module in the obvious way. Conversely, if M is a
∏

i∈IAi-module, Mi =
ei M is a Ai = AI ei-module, and M 7→ (Mi)i∈I is inverse to the functor (Mi)i∈I 7→

∏

i∈I Mi .
The center ofA I can thus be identified with the center of AI and therefore

Z(A I) = ZAI =
∏

i∈I

ZAi
. (9.5)

Let AI =
⊕

i∈I Ai denote the direct sum of Ai as abelian groups, elements of
⊕

i∈I Ai are
collections (ai)i∈I with ai ∈ Ai being zero for all but finitely many i ∈ I . For all i ∈ I , the
idempotent ei ∈ AI but for every subset J ⊂ I , the idemptotent eJ ∈ AI belongs to AI only if
J is finite. If the index set I is infinite, AI is a non-unital subring of AI .

Let AI =
⊕

i∈IAi denote the direct sum of the abelian categories Ai , its objets are
collections (Mi)i∈I where Mi are Ai-modules such that Mi = 0 for all but finitely many i.
If (Mi)i∈I is an object of AI ,

⊕

i∈I Mi =
∏

i∈I Mi has obvious structures of AI -module, and
consequently it is also an AI -module. We claim that the center ofAI is the center of AI .

For every M is an AI -module, if we denote Mi = ei M then we have natural maps
⊕

i∈I

Mi → M →
∏

i∈I

Mi . (9.6)

Both maps may be strict inclusion as shown by the following example: let the set of indices I
be N, Ai = C for all i ∈ N. In this case AI is the algebra of sequences (ai)i∈N whose members
ai vanish for all i but finitely many. Let M denote the space of all sequences ai ∈ C converging
to 0, M is an AI -module. We have Mi = Ai for all i,

⊕

i∈I Mi = AI ,
∏

i∈I Mi = AI , and the
strict inclusions AI ⊂ M ⊂ AI .

An AI -module M is said to be non-degenerate if the morphism
⊕

i∈I Mi → M is an isomor-
phism of AI -modules. The categoryAI is then equivalent to the category of non-degenerate
AI -modules.

We claim that the center of the category of non-degenerate AI -modules, or the category
AI , is the center of AI . An element z ∈ Z(AI) with z = (zi), zi ∈ Z(Ai) acts on M =

⊕

i∈I Mi
by letting zi acts on Mi . This gives rise to a homomorphism Z(AI) → Z(AI). In the other
direction, if z ∈ Z(A I), it acts on Ai as an object of AI as the multiplication by an element
zi ∈ Z(Ai). The collection (zi)i∈I defines an element of Z(AI).

Idempotented algebra

Let A be an associative algebra. Let E denote the set of idempotents in an algebra A. We
consider the partial order on E by setting e ≤ f if eAe ⊂ f Af . This is equivalent to saying
that e ∈ f Af or e = f e f . For every e ∈ E, A(e) = eAe is a unital subalgebra of A, e being its
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unit. For every pair of idempotents e ≤ f , we have an inclusion of algebras A(e) ⊂ A( f ), both
A(e) and A( f ) are unital algebras but the inclusion does not sent the unit of A(e) on the unit
of A( f ). The algebra A is said to be idempotented A is the inductive limit of algebras A(e) for
e ∈ E ranging over the ordered set of idempotents of A.

If A is unital, the unit of A is obviously the maximal element of E, and therefore A is ob-
viously idempotented. The algebra AI considered in the previous section is obviously idem-
potented, with the eJ forming a filtering system of idempotents.

Let A be an idempotented algebra. For every A-module M and e ∈ E, eM is a module
over the unital algebra A(e). An A-module M is said to be non-degenerate if for every x ∈ M ,
there exists an idempotent e ∈ A such that ex = x , in other words, M is the filtered union of
eM as e ∈ E ranging ranging over the ordered set of idempotents of A.

Theorem 9.6. Let MA denote the abelian category of non-degenerate A-modules. Let Z(MA)
denote its center. For every idempotent e ∈ E, we denote Z(e) the center of A(e). If e ≤ f ,
we have an inclusion of algebras A(e) ≤ A( f ) that induces a morphism between their centers
Z( f )→ Z(e) given by z 7→ ze = ez. Then the center Z(MA) of the categoryMA can be identified
with the projective limit Z(A) of Z(e) as e ranging over the ordered set of idempotents of A.

Proof. Let M be a non-degenerate A-module, that is an filtered union of subgroup M(e) =
eM , M(e) being an A(e)-module. For every z ∈ Z(A), let z(e) denote the image of z in
Z(e), the center of A(e). As Z(e) is the center of the category of A(e)-modules, z(e) acts on
M(e). These actions are compatible in the sense that for every pair of idempotent e ≤ f , the
restriction of the action of z( f ) on M( f ) to M(e) coincides with the action of z(e). We infer
an action of Z(A) on M .

Conversely, let z be an element in the center Z(MA) of the categoryMA of non-degenerate
A-modules. Since A is itself a non-degenerate A-module, zA : A → A is an endomorphism
homomorphism of A as a A-module, for the left multiplication, and commuting with all en-
domorphisms of A as an A-module, in particular commuting with the right multiplication by
all elements of A, in other words the application zA : A → A commutes with both left and
right multiplication by elements of A. It follows that for every idempotent e, zA stabilizes
A(e) = eAe and the restriction of zA to A(e) defines an application ze : A(e) → A(e) that
commutes with both left and right multiplication by A(e). Since A(e) is a unital algebra, the
application ze : A(e)→ A(e) must be given by the multiplication by an element in the center
Z(e) of A(e). It is thus legitimate to write ze ∈ Z(e). The elements ze ∈ Z(e) are compatible
with transition maps Z( f )→ Z(e) for every pair of idempotents e ≤ f , and define an element
in the projective limit Z(A).

Completion of idempotented algebra

Let A be an idempotented algebra. We consider the projective system Ae for e ranging over
the ordered set of idempotents, if e ≤ f we have a map Af → Ae given by x 7→ xe. We

93



The Bernstein decomposition and center

will denote Ac the limit of this projective system, Ac stands for the right completion (by left
side ideals), Ac is a left A-module. We claim that Ac is equipped with a multiplication. Let
x , y ∈ Ac representing projective systems (xe)e∈E and (ye)e∈E with xe, ye ∈ Ae. For every e,
there exists f ∈ E such that f ye = ye, and we set ze = x f ye. The element ze does not depend
on the choice of the idempotent f . Indeed if f1 ≥ f then f1 ye = f1 f ye = f ye = ye, and
moreover we have x f1 ye = x f1 f ye = x f ye = ze. We can also easily check that the elements
ze ∈ Ae satisfies z f e = ze for all pair of idempotents f ≥ e.

Similarly, we define cA the right completion of A as the limit of the projective systems eA
ranging over the ordered set of idempotents of A. The right completion cA is a right A-module.
We can similarly define an algebra structure on cA. It is clear that cA is the right completion
of the opposite algebra Aop.

The algebra Ac defined in this way is a unital associative algebra containing A, its unit
consists in the system of elements e ∈ Ae. The action of A on every non-degenerate module
M can be extended uniquely to an action of Ac. For every x ∈ Ac and v ∈ M , we define
x v = x(e)v for an idempotent e such that em = m. This definition is independent of the
choice of e as if f ≥ e we have x( f )v = x( f )ev = x(e)v.

Proposition 9.7. The right completion Ac is the ring of endomorphism of the "fiber" functor
mapping a non-degenerate A-module to its underlying vector space. The left completion cA is the
ring of endomorphism of A as a left non-degenerate module.

It can be checked that the center Z(A) of the category of non-degenerate A-modules is
canonical isomorphic to the center of Â.

Center of the category of representations of finite groups

Let G be a finite group. Let R denote the space of complex valued functions on G. The
multiplication map G × G → G induces a comultiplication on R → R⊗ R. Let A denote the
vector dual of R, elements of A are linear forms on R. The comultiplication on R induces
a multiplicative structure on A. For every g ∈ G, let δg denote the the linear form R → C
given by evaluation at g i.e δg(φ) = φ(g) for all φ ∈ R. The elements δg form a basis of A
so that every element of a ∈ A can be uniquely written as a linear combination of the form
a =

∑

g∈G agδg with ag ∈ C. The multiplication law of A is the uniquely defined by the
requirement δhδh−1 g = δg for all h, g ∈ G. If 1 denotes the neutral element of G, δ1 is the
unit of A.

A Haar measure on G is a left (and right) G-invariant linear form on R, in other words a
G-invariant element of A. For instant, the counting measure on G corresponds to the element
µ =

∑

g∈G δg ∈ A. As R is a C-algebra, its linear dual A has a structure of R-module. The
element µ ∈ A gives rise to a unique R-linear map R→ A, φ 7→ φµ. This map is is clearly a
G ×G-equivariant R-linear isomorphism. Although R and A are isomorphic, up to the choice
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of a Haar measure, it is best to keep them separate to make a clear difference between their
elements.

Let ρV : G → GL(V ) be a finite-dimensional complex representation of G, V ∗ its dual.
One can attache a function on G to every vector v ∈ V and v∗ ∈ V ∗

rv,v∗(g) = 〈ρV (g)v, v∗〉. (9.7)

This function is called the matrix coefficient. The map (v, v∗) 7→ rv,v∗ is bilinear and induces
a linear map r : V ⊗ V ∗→ R which is G × G-equivariant.

The dual of the matrix coefficient map is a linear map A→ V ⊗V ∗. By using the canonical
isomorphism V ⊗ V ∗ = End(V ), we obtain a linear map A → End(V ) which is in fact a
morphism of algebras. The action ρ(a) of element a =

∑

g∈G agδg on v is given by

ρV (a) =
∑

g∈G

agρV (g) ∈ End(V ). (9.8)

There is an equivalence of categories between the categoryMG of complex representa-
tions of G and the category of A-modules. Since A is unital, the center of the category of
A-modules is the center A. The center of A consists of elements a =

∑

g∈G agδg ∈ A such that
for every h ∈ G, we have δha = aδh. This is equivalent to saying that a is invariant under
the conjugation action of G i.e. a

∑

g∈G agδg with ahgh−1 = ag for all g, h ∈ G.
On the other hand, the category of complex representations of G is semisimple, with

finitely many classes of irreducible objects. There is thus an isomorphism

ZA = Z(MG) =
∏

V

CV (9.9)

V ranging over the set of isomorphism classes of irreducible representation of G and CV is
a copy of C indexed by V . Each irreducible representation V defines thus an idempotent
eV ∈ ZA. Moreover these idempotents sum up to the unit of ZA:

δ1 =
∑

V

eV . (9.10)

One can obtain a more explicit expression of the idempotent eV by means of the theory
of characters. The trace map tr : End(V )→ C defines a linear form trρ : A→ C

trρV
(a) = tr(ρV (a)) =

∑

g∈G

ag tr(ρV (g)). (9.11)

Its dual is a map End(V )∗→ R. We will denote χV ∈ R the image of idV ∈ End(V ), that is the
character of V :

χV (g) = tr(ρV (g)). (9.12)
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As the character χV is a function on G equivariant under conjugation, the measure
χV (µ) = χVµ, µ being the counting measure, is an element of ZA. The orthonality rela-
tion of characters implies that χV (µ)eV ′ = 0 for every irreducible representation V ′ non
isomorphic to V . It follows that χV (µ) is proportional to the idempotent eV . To determine
the proportionality constant, we recall the relation

χV (µ)χV (µ) =
#G

dim(V )
χV (µ). (9.13)

It follows that

eV =
dim(V )

#G
χV (µ). (9.14)

We now derive from (9.10) the Plancherel formula for finite group:

δ1 =
∑

V

dim(V )
#G

χV (µ). (9.15)

Center of the category of representations of compact td-groups

Representation theory of a compact td-group can be developed following a pattern similar to
finite groups. Irreducible representations are finite-dimensional and discrete although there
are infinitely many of them.

Let G be a compact td-group. We only consider C∞(G) the space of smooth functions
on G and D(G) the dual space of distributions for both smooth functions and distributions
on G are automatically of compact support.
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